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Abstract

Work is usually divided into discretized and manageable activities within businesses. A series of activities of a similar nature forms a business process that serves an organizational goal, such as producing a good or service. Economic competition often results in businesses trying to operate at the lowest cost and the greatest speed. Therefore, efficient and streamlined execution of business processes by involved resources, such as employees, is important for the overall organization's success. Resource Allocation in Business Processes (RABP) enables effective design-time and run-time selection of the right resources for activity executions and (multi-) objective scheduling of activities, which are vital to improving outcomes for the service and manufacturing industries. The complexity of RABP arises from coordinating explicit and implicit dependencies across a broad set of the process- and resource-related constraints. In this thesis, we: (i) analyze the challenges in Business Processes Management (BPM) to conceptualize RABP; (ii) develop RABP methods to support business process executions; (iii) evaluate the KRR formalisms (i.e., Answer Set Programming and Constraint Programming) with several criteria, such as human readability and maintainability of the RABP problem encoding and computational performance of the automated solvers; and (iv) devise several underpinning methods to improve RAMS (Reliability, Availability, Maintainability, and Safety) of organizational perspective for supporting process executions.
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Preface

A growing interest in the corporate ecosystem due to the needs stemming from globalization, integration, standardization, innovation, agility, and operational efficiency has boosted the desire to improve Business Processes (BPs) [1]. A BP consists of a collection of activities in a control flow. When a control flow enables a particular sequence of activities, they are executed by a resource (or multiple resources) to produce a service or product of value to the customer [2–4]. Different methodologies from industrial engineering, operations management, quality management, human capital management, corporate governance, workflow management, and system engineering have all made significant contributions to addressing the improvement of BPs. Business Process Management (BPM) has been initiated to combine and condense these efforts [1]. Typical enhancement targets include cost, time, and failure reductions, which immediately affect businesses’ perceived attractiveness in provided goods and services.

As an integral part of BPM, Resource Allocation in Business Processes (RABP) enables effective design-time and run-time selection of the right resources for activity executions and (multi-)objective (e.g., optimization of the time, cost, and quality) scheduling of activities. These selections obey temporal and resource-related constraints, which is vital to improving outcomes for the service and manufacturing industries [5]. The complexity of RABP arises from coordinating explicit and implicit dependencies across a broad set of process- and resource-related constraints (i.e., solving potential conflicts on allocating certain resources to activities). Such inter-dependencies relate to control flow in BPs, organizational models, and duration assignments of activities in temporal models.

Business Process Models: A clear representation of BPs facilitates pointing out problems related to order of activities, handled data (as a requirement or side-effect of activity execution), and any other aspect involved in process execution. Therefore, it is essential to represent a BP in a format that has the following characteristics [6]:

– Clear and precise semantics: The semantics of the BP language is defined formally.
– Expressive: The primitives needed to model a BP (e.g., routing constructs, choices, etc.) are supported.
– Tool-independent: A language that has mappings to/from different business modeling standards.
– Verifiable: There are tools for formally verifying a BP against undesired situations such as deadlocks, livelocks, improper terminations, dead ac-

---

1 It is used to describe a process that cannot be completed.
2 The same activity or sequence of activities are repeatedly executed with no possibility of further continuing towards the end event due to, e.g., a faulty decision node connected to a loop.
3 The BP execution reaches its end event while there is a live (i.e., still to be executed) activity.
Following these characteristics, the Business Process Modeling Notation (BPMN) \cite{7} is used as the *de facto* standard for process modeling. It provides a visual notation that is easy to understand and can be used by both business and technical users. BPMN is widely used for modeling and executing business processes, and is supported by many different tools and platforms. It is also used within our work for mainly representing BPs along with Petri nets \cite{8,9}, which are a special form of graphs or finite automata that can be used to represent processes. BPMN can be mapped to Petri nets \cite{10} (and vice versa), and Petri nets have a formal, mathematical representation with a well-defined syntax and semantics for the definition, validation, and verification of BPs. There are different types of business process modeling methods (besides BPMN), such as BPEL, WS-BPEL, EPC UML Activity diagrams, WF Nets, and YAWL. BPEL \cite{11}, or Business Process Execution Language, is a language for specifying and executing business processes. It is based on web services standards, and allows processes to be composed of a set of interconnected web services. BPEL is often used in conjunction with BPMN, with BPMN diagrams being used to model the process and BPEL being used to execute it. WS-BPEL \cite{12}, or Web Services Business Process Execution Language, is an extension of BPEL that adds support for more advanced features, such as event handling and compensation. It is widely used for implementing complex, long-running business processes. EPC \cite{13}, or Event-driven Process Chain, is a methodology for modeling business processes aiming at covering all the requirements of an information system, and UML Activity diagrams are a way of representing these processes using a standardized graphical notation. WF Nets and YAWL \cite{14} are two different types of workflow modeling languages. WF Nets \cite{15,16}, or Workflow Nets, are a subclass of Petri nets that is specifically designed for modeling business processes. YAWL, or Yet Another Workflow Language, extends WF Nets for specifying and executing complex, flexible business processes requiring advanced synchronization, and cancellation patterns.

\footnote{At least one activity in the process can never be executed.}

\footnote{The process never reaches the end event due to insufficient resources.}
Figure 1 shows an example BPMN model. In this model, the outgoing sequence flows from the parallel gateway (denoted by ◯) are executed concurrently and synchronized later at the synchronization node (denoted by ◯ with two incoming sequence flows). At the decision node (denoted by ◯) $d_1$, only one of the outgoing flows is taken, i.e., either $a_1$ or $a_2$ is executed. Similarly, $a_3$ is executed as many times as necessary (i.e., until the value of the decision variable at $d_2$ is resolved for the sequence flow towards the synchronization node).

RABP can be performed for the entire process before the process execution starts (i.e., at design time) or for a fragment of the process during the process execution continues (i.e., at run time). The process in Figure 1 especially poses a challenge for design-time RABP: needing to know the activities to consider for RABP due to the decision nodes. In this case, some assumptions are made upfront for the decision nodes to derive the input set of activities. However, when these assumptions do not hold at run time, a resource reallocation becomes necessary to repair the schedule. Moreover, concurrent activities (e.g., $a_1$ and $a_3$, or $a_2$ and $a_3$) may require the same resources for their executions, which needs RABP to solve such conflicts while aiming at an optimal schedule.

Organizational models: Organizational models contain additional information about available resources within an organization that could contribute to executing activities. Different organizational structures give rise to different organizational models [17]. One of the most widely known models for capturing organizational structures is based on the Role-Based Access Control (RBAC) [18]. An RBAC model describes resources, roles, and a hierarchy of roles that allows the execution of activities based on the roles assigned to them. Roles can be used to model different job positions and scopes of duty within a particular organization. In most cases, the employees of the organization (i.e., its human resources) and the infrastructure available (i.e., rooms, machines, etc.) have one or more organizational roles according to their capabilities and characteristics, which allow them to take part in the execution of certain activities.

The organizational meta-model described in [19] explicitly includes concepts like positions, organizational units, capabilities. This meta-model was used to design a language called RAL [20] for defining resource assignment conditions in process models. As presented in [21], RAL can be integrated in existing process modeling notations, such as BPMN, thus enriching the process models with expressive resource assignments that cover various needs described by the creation patterns of the well-known workflow resource patterns [19]. A graphical notation was later designed with the same expressive power as RAL to help the modeler define resource assignments in process models [22].

Moreover, Semantic Web technologies, particularly ontologies, provide appropriate means for representing organizational knowledge in a consistent and coherent format. The Engineering Domain Ontology described in [23] integrates three domains of interest relevant for RABP: BPs, organizational models, and the resource-related constraints arising from regulations and policies [24].
Constraints related to the type of resources to be allocated to process activities add further complexity in RABP: Renewable resources [25] (i.e., resources that are available when not occupied by an activity execution; e.g., employees), non-renewable resources [25] (i.e., resources that have a limited amount of availability from the beginning until the end of a BP execution and that are gradually consumed by the activities competing for these resources; e.g., budget), and partially-renewable resources [25] (i.e., resources whose availability/quantity is renewed at specific periods; e.g., hours per week availability of an employee) require different type of variables to be maintained in a RABP problem encoding.

**Temporal models:** Temporal models comprise the constraints related to the expected duration of the activities, and the tentative deadline for the completion of BP instances. In a typical real-world BPM scenario, activity duration values are estimated by process managers while designing the processes and can be included in the executable BP model as a property of an activity (e.g., with BPMN [7]). On the other hand, temporal constraints can also be estimated by mining event logs [26–30] that store evidence of the execution of process instances.

The duration of the activities may be static, resource-dependent, or an aggregate value of the resource-dependent durations when multiple resources are involved in the execution (i.e., collaborative activities in which several employees work together). Furthermore, these values could be defined at design-time or can be estimated dynamically at run-time for the implemented RABP method.

**Optimization in RABP:** Most practical RABP cases require the total length of the schedule called makespan to be minimized [31, 32]. Other optimization criteria could also be considered, such as, minimizing the number of late activities and the total delay (i.e., tardiness) of activities [33, 34], balancing the workload of resources [35, 36], and minimizing the overall resource consumption [37, 38]. Including such objectives in RABP methods enables effective resource selection and helps businesses achieve their goals in a shorter time with lower costs and better outcomes.

**Business process management systems:** The BPM lifecycle involves six phases: process identification, discovery, analysis, design, implementation, and monitoring and control [39]. Some of these phases are supported by software systems known as Business Process Management Systems [1] (BPMS). BPMSs aim at providing an integrated set of tools to model, simulate, deploy, enact, monitor, evaluate and continuously optimize BPs. They not only coordinate activities and synchronize data across existing systems but also help streamline activities, triggers, and timelines in a BP.

There are several BPMSs in the market: some are open-source, e.g., Camunda [6], jBPM [7] and Activiti [8]. Others, such as Architecture of Integrated Information Sys-

https://camunda.com/
http://www.jboss.org/jbpm/
http://www.activiti.org

12
tems (ARIS\textsuperscript{9}, IntalioBPMS\textsuperscript{10}, and AuraQuantic\textsuperscript{11}) are commercial. \cite{40, 41} provide insights into strengths and weaknesses of the aforementioned BPMS.

When BPs are run within a BPMS, process execution data (i.e., event logs) is stored. This data contains a series of events for previously run BPs reflecting the start and completion times of activities with the resources involved in their execution. By applying process mining techniques \cite{42-45} on event logs, the extraction of organizational models can be achieved.

**Related literature on RABP:** Resource management in the process- and resource-oriented systems is broken down into three distinct categories in \cite{46}: resource assignment (i.e., defining the resources needed for process activities), resource analysis (i.e., evaluating process execution with the focus on resources), and resource allocation (i.e., assigning concrete resources to a specific task at run time). Resource allocation has been widely used in various domains for addressing everyday problems \cite{47} such as production management \cite{48-58}, health care systems \cite{59-67}, project management \cite{68-76}, maintenance management \cite{77, 78}, hotel management \cite{79, 80}, reviewers assignment \cite{81-83}, education systems \cite{84-87}, the military field \cite{88, 89}, and sport management \cite{90, 91}. The adoption and representation of (mainly human) resources in the existing process-aware information systems is presented in \cite{92}, where the representation of resources and their utilization by the BPs is described in detail (i.e., resource patterns \cite{93}).

We have identified three systematic literature reviews on resource allocation \cite{47, 94, 95} that take into account over 250 papers in total. Let us outline the most remarkable insights and findings of these studies: \cite{94} and \cite{47} show that 82\% of the publications deal with only human resources. Even though some of the concepts and patterns also apply to other resources \cite{93}, we believe more efforts are needed to describe and utilize non-human resources in the process- and resource-aware information systems. \cite{47} also shows that most of the developed resource allocation methods focus on only 1:1 allocation (i.e., one resource is allocated to one activity; cf. 1:n, n:1, and n:m allocation \cite{47}), which is a limitation for real-world RABP applications.

In \cite{47}, the solution methods for RABP fall under four categories: exact (19\%), heuristic (32\%), metaheuristic (38\%), and hybrid (11\%) methods, where 71\% of the references consider a single optimization objective, and only 29\% of the references pursue multi-objective optimization. \cite{95} highlights some of the main RABP approaches in practical contexts, and analyzes them under the lens of key modeling and solution techniques. In doing so, this survey not only reports on a wide plethora of state-of-the-art resource allocation methods but also paves the way for novel techniques by underlining speed-ups in cross-disciplinary artificial intel-

\textsuperscript{10}http://www.intalio.com/products/process-management/
\textsuperscript{11}http://www.auraquantic.com/products/features/business-process-management-bpm/
ligence and operations research models. Moreover, RABP is emphasized as a well-known computationally challenging NP-hard problem, and the reader is reminded that finding solutions to RABP instances under optimization objectives with about 30 activities is still considered a challenging task \[96\]. As a consequence, identifying novel solution techniques for RABP, and their benchmarks \[97, 98\] are given prominent importance in RABP-related research \[95\].

Traditional BPMSs work independently of the area of risk management, which may lead to unfavourable outcomes \[99\]. BPs should be executed while considering possible negative events and actively managing those risks as part of the process execution \[100\]. When such events occur, methods (i.e., RABP) that increase runtime resilience against process- and resource-related risks and contingencies for reliable BP executions become necessary \[101\].

In summary, the state-of-the-art shows that RABP has its particular challenges that are yet to be addressed:

**Challenge 1: Representing a wide variety of resources in RABP.** Resources in a business organization can take many different forms: capital resources (e.g., budget), human resources (e.g., employees in a company), and material resources (e.g., machines in a warehouse) are planned to be used for the execution of BPs in distinct ways \[102\]. Moreover, legal regulations and compliance rules would affect resource allocation preferences in real-world applications (e.g., separation of duties\[12\] \[103\]. RABP methods in BPM should provide means to incorporate resource characteristics (e.g., roles of resources), the ways the resource are consumed/renewed by activities (e.g., renewable, non-renewable, and partially renewable resources), and resource related constraints that are necessary to cover the needs of BP executions (e.g., break calendars \[13\], separation of duties, etc.). Existing resource allocation literature in BPM is missing an overarching RABP approach that provides a mechanism to represent a wide variety of resources.

**Challenge 2: Selecting suitable KRR formalisms for implementing RABP.** Declarative Knowledge Representation and Reasoning (KRR) formalisms (i.e., representations that allow for describing the problem and constraints rather than procedures on how to resolve them), as well as respective reasoning methods operating on these representations, are applicable for modeling the RABP method, and for maintaining constraints of specific RABP instances \[104\]. However, each KRR formalism has a different level of expressiveness and has various execution engines (i.e., solvers, reasoners)

---

12 The concept of having more than one employee (or multiple employees that share the same role) required to complete a task.

13 Break calendar keeps track of the times when renewable resources are unavailable.

14 Knowledge representation is a study of the symbolic representation of the beliefs, intentions, and judgments for capturing intelligent behavior of an agent. Knowledge Representation and Reasoning (KRR) further focuses on the automated reasoning procedures that can use this knowledge as needed by dedicated reasoning engines to solve complex tasks.
available. RABP implementations in different formalisms need to be compared against each other to find out the most suitable implementation option.

**Challenge 3: Devising a realistic benchmark for testing RABP solutions.**
Benchmarking is comparing one’s solution for a problem to other solutions via performance metrics. RABP methods are missing a realistic and standardized benchmark due to the complex nature of problem specification that encompasses process-, resource- and time-related requirements in BPM. Such a benchmark would require an RABP problem instance generator that parameterizes resource- and time-related requirements and supports the RABP solutions to run the generated problem instances while logging the performance metrics.

**Challenge 4: Improving reliability of RABP by tackling run-time contingencies.** BPs include stochastic aspects like decision nodes that are used for modeling alternative execution paths. Moreover, the decision nodes may have outgoing branches towards preceding activities in the control flow (i.e., loops). Since the branch-to-be-taken at a decision node depends on the outcome of a previously executed activity, RABP methods need mechanisms for improving the feasibility of allocations. On the other hand, when unexpected execution delays or organizational changes occur at run-time, a reactive RABP mechanism (i.e., for revising pre-established allocations) becomes necessary for reliable executions of BPs.

We formulate the following research questions which we address in this thesis around these four challenges:

**RQ.1.** What are the essential requirements for conceptualizing RABP? (from Challenge 1)
There is no standard description of resource allocation in BPM. Understanding of the essential ideas behind designing and managing BPs and organizational models is crucial for designing a resource allocation method tailored for the needs in BPM [105]. The real-world use cases from the BPM literature [39, 102, 106] help infer those requirements.

**RQ.2.** Which are suitable KRR formalisms for implementing RABP? (from Challenges 2 and 3)
Each formalism (e.g., Answer Set Programming (ASP) [107] and Constraint Programming (CP) [108]) comes with a different set of advantages and disadvantages. The main two criteria are the ease of encoding of the RABP problem (compactness, readability, modularity, and maintainability), and solvers’ performance in problem instances. We hypothesize that the KRR methods are now scalable enough to work on real-world problem sizes for RABP.

**RQ.3.** How can RABP support process executions to improve their robustness? (from Challenge 4)
BPMSs facilitate the process executions by coordinating all involved activities and resources. Some risks caused by changes in processes, delays in activity executions, and loss of personnel cannot be avoided entirely during process executions\cite{109, 110}. RABP methods should be supported with countermeasures against such adverse events. Using the available BP- and resource-related data, new knowledge can be mined and derived in order to help RABP improve the robustness of process executions.

**Research Method**

According to\cite{112} there are two main paradigms that characterize most of the research in information systems: The *behavioral science* paradigm seeks to develop and verify theories that explain or predict human or organizational behavior, and the *design science* paradigm seeks to extend the boundaries of human and organizational capabilities by creating new and innovative artifacts. In other words, behavioral science investigates on developing and justifying theory while design science explores creating innovations and addresses utility. A compact design science framework is shown in Figure 2. For an extended design science research process, we refer to \cite{113} and references therein for details.

As our research is artifact-oriented, it fits into the design science paradigm: (i) we *justify* the relevance of our research by defining the gap in the RABP-related literature and devise a body of knowledge on RABP from the practices in BPM, (ii) we *build* RABP models, methods and supporting tools, (iii) we *assess* these artifacts (e.g., via performance evaluations) and if applicable, test them in real-world scenarios, (iv) we *refine* and further develop the artifacts with respect to the evaluation results, and (v) we *communicate* our research in suitable venues and contribute to the body of knowledge in RABP.

**Selected Papers**

This cumulative thesis comprises a collection of publications reflecting the author’s contribution to the above-mentioned research questions. Figure 3 presents
an outline where the venues and the years of the publications are presented. The relevance to the research questions (1-3) is represented by the background color: green for the RQ.1, blue for the RQ.2, and orange for the RQ.3. The type of a publication is symbolized via the geometry and the outline of the shape, which is presented in the legend: a square represents a journal article; a circle with a solid outline, a conference paper; a circle with a densely dashed outline, a workshop paper; circle with a loosely dashed outline, a tool demo; and a circle with a double outline, a technical report.

**BPI15 [114]**: Giray Havur, Cristina Cabanillas, Jan Mendling, and Axel Polleres. Automated resource allocation in business processes with answer set programming. In *Business Process Management Workshops: (BPI 2015)*, Revised Papers, pages 191–203, 2016. This paper details an example scenario that motivates the RABP approach supporting (i) multiple BP instances at once and (ii) BPs that have choice nodes (i.e., when a BP splits into several paths and only one of the paths can be executed) and cycles (i.e., when a previously executed activity in a BP can be returned to during execution). The problem is encoded in incremental ASP for finding a feasible resource allocation with a minimum completion time of all BP instances represented as timed Petri nets.

**BPMForum16 [115]**: Giray Havur, Cristina Cabanillas, Jan Mendling, and Axel Polleres. Resource allocation with dependencies in business process management systems. In *Business Process Management Forum*, pages 3–19, 2016. This paper describes the conceptualization of RABP under realistic dependencies that affect the outcome of RABP. The high-level concepts such as resource and temporal requirements of an activity, a complex temporal model (e.g., specificity levels of activity durations and calendar availability,
ity), and a standardized representation of resource descriptions via the RDF Schema [116] are introduced.

**ESWA22** [117] Giray Havur, Cristina Cabanillas, and Axel Polleres. Benchmarking answer set programming systems for resource allocation in business processes. *Expert Systems with Applications*, 205:117599, 2022. This article is an extended version of [118]: we formalize the RABP problem, provide technical details about the ASP systems benchmark for RABP, and include the benchmark results and their interpretation for one benchmark instance of four state-of-the-art ASP systems in solving RABP.


**SIMPDA17** [121] Simon Sperl, Giray Havur, Simon Steyskal, Cristina Cabanillas, Axel Polleres, and Alois Haselbock. Resource utilization prediction in decision-intensive business processes. In *SIMPDA 2017*, volume 2016 of CEUR Workshop Proceedings, pages 128–141, 2017. In this paper, we address the problem of poor utilization of human resources in process executions by describing a mathematical method for quantifying resource utilization with respect to the structural properties of non-deterministic (i.e., decision intensive) processes and the historical executions of these processes.

**CoopIS19** [122] Giray Havur and Cristina Cabanillas. History-aware dynamic process fragmentation for risk-aware resource allocation. In *OTM 2019 Conferences - CoopIS*, volume 11877 of LNCS, pages 533–551, Springer, 2019. In this paper, we introduce a risk-aware process fragmentation method that enhances the feasibility of the resource allocations by dynamically selecting the process fragments (i.e., execution horizons) in run-time concerning the historical process execution data of the process.
AI4BPM19 [23] Giray Havur, Alois Haselbock, and Cristina Cabanillas. Automated multi-perspective process generation in the manufacturing domain. In BPM Workshops 2019, Revised Selected Papers, volume 362 of LNBIP, pages 81–92, Springer, 2019. In this workshop paper, we devise a statistical model from the existing production processes to generate new production processes and resource assignments for new products. This method is validated in an industrial gas turbine production setting and has proven to facilitate the process design efforts for new gas turbines.

Related papers

BPMDemo15 and BPMDemo21 in Figure 3 are not included in this cumulative thesis. BPMDemo15 is an integration demo of the RABP implementation described in BPI15 into a BPMS engine, and BPMDemo21 is the initial demo paper that paves the way for the journal paper ESWA22.

BPMDemo15 [124] Saimir Bala, Giray Havur, Simon Sperl, Simon Steyskal, Alois Haselbock, Jan Mendling, and Axel Polleres. Shapeworks: A BPMS extension for complex process management. In the BPM Demo Track 2016 co-located with BPM 2016, volume 1789 of CEUR Workshop Proceedings, pages 50–55, 2016. This demo shows a process management framework in complex engineering projects where a BPMS engine (Camunda[23]) is integrated with the RABP implementation in ASP, a semantic model that describes organizational (i.e., resource-related) and safety-critical compliance models, and process mining methods.


Contribution to research question 1: Analysis and conceptualization

Analysis, conceptualization, and initial implementations of RABP have been presented in BPI15 and BPMForum16. From the BP perspective, BPI15 captures the RABP requirements such as BP execution semantics that allow dealing with cyclic processes. A 1:1 allocation mode (i.e., one resource is allocated to one activity at a time) is implemented using incremental ASP [107,125]. The devised temporal model not only allows to represent default activity durations but also resource- and role-specific activity durations. A complete formalization of this problem, and its

15 https://camunda.org
a solver-independent ASP encoding in the ASP-Core-2 [126] standard is provided in ESWA22.

In BPMForum16, the representation of resources in BPI15 is extended towards non-renewable and partially-renewable resources with dynamic attributes (i.e., cumulative resources). This extension allowed us to encode new allocation modes (besides the 1:1 allocation mode presented in BPI15):

• **n:1 allocation mode:** Multiple resources can be allocated to one activity at a time (e.g., multiple researchers and some research hardware are allocated to one research-related activity).

• **1:n allocation mode:** One resource can be allocated to multiple activities at a time (e.g., a laboratory with limited space is allocated to multiple research-related activities).

• **n:m allocation mode:** Multiple resources can be allocated to multiple activities at a time (e.g., a lab technician and some research hardware is allocated to multiple research-related activities).

Furthermore, the concept of aggregate durations (e.g., minimum, maximum, or average of resource-specific activity durations) is implemented to make better duration estimations for n:1 allocations. An aggregate activity duration is computed from many resource- and role-activity durations in the temporal model when an activity is planned to be executed by multiple resources. Finally, an RDFS ontology is formulated for resource descriptions.

**Contribution to research question 2: Suitable formalisms for RABP**

RABP is encoded in the Answer Set Programming (ASP) [127] and Constraint Programming (CP) [128] formalisms: RABP as an incremental answer-set program [107, 125] in BPI15 and BPMForum16, as an ASP-Core-2 [126] compliant answer-set program in ESWA22, and as a constrained optimization problem in the high-level constraint modeling language MiniZinc [129] in ePubWU22.

A configurable ASP systems benchmark for RABP (called BRANCH) is devised and implemented in ESWA22. BRANCH addresses the lack of datasets for benchmarking RABP by providing an RABP problem instance generator. Its easy-to-use interface allows access to the following functionalities: the problem (multi-)instance generator, the ASP system component configurator, the benchmark configurator, the benchmark executor, and the results viewer. An evaluation of four state-of-the-art ASP systems is run using BRANCH, and the detailed performance results (execution time and memory usage) are documented.

A comparison of ASP and CP solutions for RABP is presented in ePubWU22. This technical report summarizes the implementation and performance differences that arise from the formalisms and their corresponding solvers. Our evaluation establishes that ASP provides a compact, easy-to-read, and easy-to-modify problem encoding, whereas CP solvers perform better in solving RABP instances.
Contribution to research question 3: RABP support in practice

Several aspects regarding RABP support in practice are studied in SIMPDA15, SIMPDA17, CoopIS19 and AI4BPM19. An RABP module is developed for an automated BPMS solution to address the resource allocation needs of safety-critical engineering projects, such as the deployment of a railway infrastructure, and this module is integrated into the Camunda BPMS in SIMPDA15. The main challenge of RABP in safety-critical domains is the reallocation of resources due to process adaptation needs each time the process monitor observes a discrepancy between the schedule and the BP execution. This problem is solved by first computing the affected activities in the schedule, then applying RABP only on those activities, and finally shifting the starting times of succeeding activities only when necessary. Therefore, the changes made in the schedule become minimal. Furthermore, there are specialized access-control constraints and compliance objectives that are affecting resources. For example, compliance rules such as separation of duties and binding of duties further restrict the workload of human resources and are defined as resource constraints for RABP.

In SIMPDA17, we examine the connection between the control flow of a decision-intensive BP\footnote{Decision-intensive BP is densely populated by decision nodes.} and the anticipated utilization of resources to forecast resource workloads. Our probabilistic forecasting method measures a quantifiable under- and over-utilization risk of resources at a time horizon. This method is tested against a real engineering process, and provides useful insights on identifying the resources expected to be under- and over-utilized, which are difficult to point out before the deployment of the BP.

When dealing with a decision-intensive BP, assumptions on the selection of the branches at the decision nodes are needed to be made in advance to derive a contingent process execution horizon (i.e., the set of activities) for which RABP is performed. Unfortunately, these assumptions may not hold at process run-time, and the discrepancy between the schedule and the execution leads to non-anticipated delays or deadlocks. One way to address this issue is by performing reallocations each time an assumption is overridden. However, if the assumptions are largely inaccurate, this could lead to a sub-optimal use of resources. We introduce in CoopIS19 a novel run-time RABP approach that decides a BP execution horizon at every decision node given a fragmentation threshold. The lower the threshold is, the longer the process fragment becomes, and the risk of facing an unsatisfied assumption in run-time becomes higher. The advantage of this low-threshold/high-risk fragmentation is that the RABP result returns a better resource allocation result as it optimizes the use of resources for a longer execution horizon. A run-time simulation of 40 decision-intensive BPs demonstrates our method’s advantages in providing a layer of control on the feasibility of RABP results for decision-intensive processes.

Lastly, in AI4BPM19 we present a multi-perspective (i.e., process and resource-
related) manufacturing process generation method to support the manual design of manufacturing processes for new products. A statistical model is devised to learn functional, behavioral, and organizational information from the processes for producing products labeled with their features. Afterwards, a production process is generated using this model for a new and labeled product. In the gas turbine manufacturing domain, our method resulted in a significant decrease in time and effort and increased quality in the final process design.
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Abstract. Human resources are of central importance for executing and supervising business processes. An optimal resource allocation can dramatically improve undesirable consequences of resource shortages. However, existing approaches for resource allocation have some limitations, e.g., they do not consider concurrent process instances or loops in business processes, which may greatly alter resource requirements. This paper introduces a novel approach for automatically allocating resources to process activities in a time optimal way that is designed to tackle the aforementioned shortcomings. We achieve this by representing the resource allocation problem in Answer Set Programming (ASP), which allows us to model the problem in an extensible, modular, and thus maintainable way, and which is supported by various efficient solvers.
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1 Introduction

Human resources\(^1\) are crucial in business process management (BPM) as they are responsible for process execution or supervision. A lack of resources or a suboptimal work schedule may produce delayed work, potentially leading to a reduced quality and higher costs.

In this paper, we address the problem of allocating the resources available in a company to the activities in the running process instances in a time optimal way, i.e., such that process instances are completed in the minimum amount of time. Our approach lifts limitations of prior research pursuing similar goals, which assumes simplified non-cyclic processes and does not necessarily search for an optimal resource allocation \([16, 14]\). To this end, we rely on Answer Set Programming (ASP) \([6]\), a declarative knowledge representation and reasoning formalism that is supported by a wide range of efficient solvers. ASP has been successfully used to address planning and configuration problems in other domains \([5]\).

Our solution is divided into three layers: The core layer represents process models in ASP. The second layer adds all the information related to time, such as the estimated activity durations. Finally, resource-related information including, among others, the

\(^*\) Funded by the Austrian Research Promotion Agency (FFG), grant 845638 (SHAPE).

\(^1\) From now on resources for the sake of brevity.
characteristics of the resources available according to an organisational model as well as the conditions that must be fulfilled to assign resources to activities (e.g., to have a specific organisational role), is encoded on top of these two layers. An ASP solver can use all this data to compute possible optimal solutions for the resource allocation problem. We have evaluated our approach with a proof-of-concept implementation and we have measured its performance with non-trivial scenarios that contain loops and concurrent process instances.\(^2\)

Our modular encodings in ASP provide flexibility and extensibility so that, e.g., additional instances of pre-defined processes can be added. In addition, the declarative nature of the encodings of constraints enables an executable specification of the problem.

The paper is structured as follows: Section 2 presents a scenario that motivates this work as well as related work. Section 3 defines technical background required to understand our approach. Section 4 describes our modular approach for resource allocation in business processes with ASP. Section 5 presents the evaluations performed and Section 6 concludes and outlines future work.

2 Background

In the following, we describe an example scenario that motivates this work and shows the problems to be addressed, and then we outline related work.

2.1 Running Example

In this paper we rely on (timed) Petri nets [12] for business process modelling, commonly used for this purpose due to their well defined semantics and their analysis capabilities. Nonetheless, any process modelling notation can be used with our approach as long as it can be mapped to Petri nets, for which several transformations have already

\(^2\) Our encoding and the problem instances are provided at\(\text{http://goo.gl/lzf1St}\)
been defined [11]. Fig. 1a depicts a model representing the process of publishing a book from the point of view of a publishing entity. In particular, when the publishing entity receives a new textbook manuscript from an author, it must be proofread. If changes are required, the modifications suggested must be applied on text and figures, which can be done in parallel. This review-and-improvement procedure is repeated until there are no more changes to apply, and the improved manuscript is then sent back to the author for double-checking. In Fig. 1a, the numbers above the activities indicate their (default maximum) duration in generic time units (TU)\(^3\).

The organisational model depicted in Fig. 1b shows the hierarchy of roles of a publishing entity. Specifically, it has four roles and five resources assigned to them. The following relation specifies how long it takes to each role and resource to complete the process activities: \((\text{Role} \cup \text{Resource}) \times \text{Activity} \times \text{TU} \supset \{(\text{Copy Editor, Proofread, 2}), (\text{Glen, Proofread, 5}), (\text{Drew, Proofread, 2}), (\text{Drew, Revise Text, 2})\}\). For resource allocation purposes, the duration associated with a specific resource is used in first place followed by the duration associated with roles and finally, the duration of activities (cf. Fig. 1a). Resources are assigned to activities according to their roles. In particular, the relation activity-role in this case is as follows: \(\text{Role} \times \text{Activity} \supset \{\text{(Publisher, Receive Manuscript), (Copy Editor, Proofread), (Copy Editor, Revise Text), (Graphic Artist, Revise Visual), (Admin. Asst., Send Press Release)}\}\).

For the purpose of planning the allocation of resources to process activities in an optimal way, the following aspects must be taken into consideration: (i) several process instances can be running at the same time; (ii) the review-and-improvement procedure is a loop and hence, it may be repeated several times in a single process instance. Since one cannot know beforehand the number of repetitions that will be required for each process instance, assumptions must be made about it. Optimality is reached when the activities in all instances of a business process are assigned resources so that the overall execution of all instances takes as little time as possible.

### 2.2 Related Work

The existing work on resource allocation in business processes has mostly relied on Petri nets. In fact, the goal we pursue is doable at the Petri net level with some shortcomings and limitations. Van der Aalst [16] introduced a Petri net based scheduling approach to show that the Petri net formalism can be used to model activities, resources and temporal constraints with non-cyclic processes. However, modelling this information for multiple process instances leads to very large Petri nets. Moreover, other algorithms for resource allocation proved to perform better than that approach [3]. Rozinat et al. [14] used Coloured Petri nets (CPNs) to overcome the problems encountered in traditional Petri nets. In CPNs, classes and guards can be specified to define any kind of constraints. However, the approach proposed is greedy such that resources are allocated to activities as soon as they are available, overlooking the goal of finding an optimal solution. This may make the allocation problem unsatisfiable.

Several attempts have also been done to implement the problem as a constraint satisfaction problem. For instance, Senkul and Toroslu [15] developed an architecture

---

\(^3\)Please, note that events are instantaneous, and hence, they take zero time units.
to specify resource allocation constraints and a Constraint Programming (CP) approach to schedule a workflow according to the constraints defined for the tasks. However, they aimed at obtaining a feasible rather than an optimal solution and the approach does not support the schedule of concurrent workflows. Besides, Heinz and Beck [7] demonstrated that models such as Constraint Integer Programming (CIP) outperform the standard CP formulations. In addition, loops are disregarded in these approaches.

Resource allocation in projects has been widely investigated [17, 8]. However, projects differ from business processes in that they are typically defined to be executed only once and decision points are missing. Therefore, the problem is approached in a different way. The agent community has also studied how to distribute a number of resources among multiple agents [4, 19]. Further research in necessary to adapt those results to resource allocation in business processes [18].

3 Preliminaries

Timed Petri Nets [13] associate durations with transitions: a timed Petri net is a 5-tuple \(N_T = (P, T, F, c, M_0)\) such that \(P\) is a finite set of places, \(T\) is a finite set of transitions, with \(P \cap T = \emptyset\), \(F \subseteq (P \times T) \cup (T \times P)\) describes a bipartite graph, \(M_0\) is the initial marking, and \(c : T \to \mathbb{N}\) is a function that assigns firing delays to every transition \(t \in T\). Here, a marking(state) \(M : P \to \mathbb{Z}^+\) assigns to each place a non-negative integer, denoting number of tokens in places. For each \(t \in T\) the input place set \(\bullet t = \{ p \in P \mid (p, t) \in F \}\). The output place set \(\bullet t\), and analogously input \(\bullet p\) (and output \(\bullet p\),resp.) transition sets of a place \(p \in P\) can be defined analogously. A transition may fire, written \(\overset{\sigma}{\rightarrow}\), when all \(p \in \bullet t\) have tokens: all tokens in \(\bullet t\) are consumed and tokens produced in each \(p \in \bullet t\).

A Fig. 1a shows an example of a timed Petri net: circles represent places, squares represent transitions, and numbers in brackets on transitions denote firing delays. Filled squares denote “silent” transitions that have no firing delays, i.e., \(c(t) = 0\). However, note that also normal transitions that correspond to activities can have no delay, e.g., \(t_m\) in Fig. 1a.

A marking \(M_k\) is reachable from \(M_{k-1}\) in one step if \(M_{k-1} \overset{t_k}{\rightarrow} M_k\). A firing sequence of transitions \(\sigma = \langle t_1 \ldots t_n \rangle\) changes the state of the Petri net at each firing: \(M_0 \overset{\sigma}{\rightarrow} M_1 \overset{\sigma}{\rightarrow} M_2 \overset{\sigma}{\rightarrow} M_n\). In this paper we use 1-safe Petri nets, i.e., each place contains at most one token in any state. \(N_T\) is called sound if from every reachable state, a proper final state can be reached in \(N\). \(N_T\) is called free-choice if every for transitions \(t_1\) and \(t_2\), \(\bullet t_1 \cap \bullet t_2 \neq \emptyset\) implies \(\bullet t_1 = \bullet t_2\).

Answer Set Programming (ASP) [1, 6] is a declarative (logic-programming-style) paradigm for solving combinatorial search problems

An ASP program \(\Pi\) is a finite set of rules of the form

\[A_0 : \neg A_1, \ldots, \neg A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n.\]  \hspace{1cm} (1)

where \(n \geq m \geq 0\) and each \(A_i \in \sigma\) are (function-free first-order) atoms; if \(A_0\) is empty in a rule \(r\), we call \(r\) a constraint, and if \(n = m = 0\) we call \(r\) a fact. Whenever \(A_i\) is a
first-order predicate with variables within a rule of the form (1), this rule is considered
as a shortcut for its “grounding” ground(r), i.e., the set of its ground instantiations
obtained by replacing the variables with all possible constants occurring in II. Likewise,
we denote by ground(Π) the set of rules obtained from grounding all rules in II.

Sets of rules are evaluated in ASP under the so-called stable-model semantics,
which allows several models (so called “answer sets”), that is subset-minimal Herbrand
models, we again refer to [1] and references therein for details.

ASP Solvers typically first compute (a subset of ground(Π)), and then use a DPLL-
like branch and bound algorithm is used to find answer sets for this ground program.
There are various solvers [2, 9] for ASP problem specifications, we use clasp [6] for
our experiments herein (cf. Section 5), as one of the most efficient implementations
available.

As syntactic extension, in place of atoms, clasp allows set-like choice expressions of the form
E = {A₁, ..., Aₖ} which are true for any subset of E; that is, when used in heads of rules, E generates many
answer sets, and such rules are often referred to as choice rules. For instance,
Π₄ = {lights on, shop open, door locked} : ¬lights on} has both answer
sets of Π₃ plus the answer set {lights on}. Note that in the presence of choice rules,
answer sets are not necessarily subset-minimal, we refer to [6] for details.

Another extension supported in clasp are optimisation statements [6] to indicate
preferences between possible answer sets:

#minimize \{A₁ : Body₁ = w₁, ..., Aₘ : Bodyₘ = wₘ\}

associates integer weights (defaulting to 1) with atoms Aᵢ (conditional to Bodyᵢ being true), where such a statement expresses that we want to find only answer sets with the
smallest aggregated weight sum; again, variables in Aᵢ : Bodyᵢ = wᵢ are replaced at
grounding w.r.t. all possible instantiations.

Finally, many problems conveniently modelled in ASP require a boundary parameter
k that reflects the size of the solution. However, often in problems like planning or
model checking this boundary (e.g., the plan length) is not known upfront, and therefore
such problems are addressed by considering one problem instance after another
while gradually increasing this parameter k. However, re-processing repeatedly the entire
problem is a redundant approach, which is why incremental ASP (iASP) [6] natively
supports incremental computation of answer sets; the intuition is rooted in treating pro-
grams in program slices (extensions). In each incremental step, a successive extension
of the program is considered where previous computations are re-used as far as possible.

An iASP program is a triple (B, A[k], Q[k]), where B describes static knowledge, and
A[k] and Q[k] are ASP programs parameterized by the incremental parameter k ∈ \mathbb{N}⁺. In the iterative answer set computation of iASP, while the knowledge derived from
the rules in A[k] accumulates as k increases, the knowledge obtained from Q[k] is only
considered for the latest value of k. A[k] and Q[k] are called cumulative knowledge and volatile knowledge, resp. More formally, an iASP solver computes in each iteration i

Π[i] = B ∪ \bigcup_{1 ≤ j ≤ i} A[j] ∪ Q[i]

until an answer set for some (minimum) integer \( i \geq 1 \) is found. We will demonstrate next, how iASP can be successfully used to model and solve various variants of resource allocation problems in business process management.

4 Resource Allocation with iASP

For tackling the problem of resource allocation in business processes, we have developed a modular iASP program consisting of three layers. The bottom layer is the generic iASP encoding \( \Pi_N \) for finding a firing sequence between initial and goal markings of a 1-safe Petri net \( N \). This provides a marking of \( N \) at each value of parameter \( k \). On a second layer we extend \( \Pi_N \) towards \( \Pi_T \) to encode timed Petri Nets, i.e., we support business processes encoded as timed Petri nets whose activities can have a duration. Consequently, this encoding cannot only compute possible markings, but also the overall duration for a firing sequence. In other words, now we also know about the value of the overall time spent time at a firing sequence of length \( k \). In the upper layer \( \Pi_R \), we include rules and constraints about resources in order to encode an iASP program that allocates activities to available resources for a certain period of time.

Please, note some general assumptions that we make about the structure of a resource allocation problem: (i) no resource may process more than one activity at a time; (ii) each resource is continuously available for processing; (iii) no pre-emption, i.e., each activity, once started, must be completed without interruptions; and (iv) the processing times are independent of the schedule, and they are known in advance. These assumptions are common in related approaches [16].

4.1 \( \Pi_N \): A Generic Formulation of 1-safe Petri Nets

Based on the notions introduced in Section 3, we formalise the firing dynamics of 1-safe Petri net \( N = \langle P,T,F,M_0 \rangle \) in an iASP program \( (B_N,A_N[k],Q_N[k]) \). Given a goal state \( M_k \), which for the sake of simplicity we assume to be defined in terms of a single goal place \( p_g \), the aim is to find a shortest possible firing sequence \( \vec{\sigma} = \langle t_1t_2...t_k \rangle \) that does not violate the constraints, from \( M_0 \) to \( M_k \).

\( B_N: \) \( N = \langle P,T,F,M_0 \rangle \) is represented using predicates \( \text{inPlace}_N(p,t) \) and \( \text{outPlace}_N(p,t) \) that encode \( F \). We encode different instances \( i \) of \( N \) by the predicate \( \text{instance}_N \), which allows us to run the allocation problem against different instances of the same process; initial markings of instance \( M_0 \), are defined via predicate \( \text{tokenAt}_N(p_0,k_0,i) \) where for each \( p \in P_0, M_0(p) = 1 \).\(^4\)

\( A_N[k] \): is shown in Fig. 2. Rule (2) guesses all subsets of possible firing actions for each instance of \( N \). Constraint (3) ensures that any transition \( t \in T \) is fired only if all input places in \( \bullet t \) have tokens. Rule (4) models the effect of the action \( \text{fire} \) on output places by assigning a token to each output place in the step following the firing. Constraint (5) prohibits concurrent firings of transitions \( t \in p \bullet \). Rules (6) and (7) preserve tokens at place \( p \) in successive steps if none of the transitions \( t \in p \bullet \) fires.

\(^4\)Since in the following we only consider instances of the same Petri Net, we will drop the subscript \( N \) in the predicates.
\[ A_N[k] : \]
{fire(T, k, I) :inPlace(P, T), instance(I)}. \hspace{1cm} (2)

{-fire(T, k, I), instance(I), inPlace(P, T), not tokenAt(P, I). \hspace{1cm} (3)

tokenAt(P, k, I) :-fire(T, k - 1, I), outPlace(P, T), instance(I). \hspace{1cm} (4)

:-inPlace(P, T1), inPlace(P, T2), T1! = T2, fire(T1, k, I), fire(T2, k, I),
    instance(I).

consumeToken(P, k, I) :-inPlace(P, T), fire(T, k, I), instance(I). \hspace{1cm} (5)

tokenAt(P, k, I) :-tokenAt(P, k - 1, I), not consumeToken(P, k - 1, I). \hspace{1cm} (6)

\[ Q_N[k] : \]
:-not tokenAt(p_0, k, I), instance(I). \hspace{1cm} (7)

\[ \text{Fig. 2: 1-safe Petri net formulation in iASP} \]

\[ Q_N[k]: \] Finally, constraint (8) in Fig. 2 enforces a token to reach the goal place \( p_0 \) (for all instances \( i \in I \)). The computation ends as soon as this constraint is not violated in an iteration of the iASP program, i.e., it computes the minimally necessary number of iterations \( k \) to reach the goal state.

### 4.2 \( \Pi_T : \) Activity Scheduling using Timed Petri Net

In order to model activity durations, we extend the above iASP encoding towards Timed Petri nets; that is, \( \Pi_N \) is enhanced with the notion of time in \( \Pi_T \). By doing so, \( \Pi_N \cup \Pi_T \) becomes capable of scheduling activities in instances of a timed Petri net \( N_T \).

\( B_T \): We expand the input of \( \Pi_N \) with facts related to time and with the rules that are independent from the parameter \( k \). For each fact \( \text{tokenAt}(p_0, c_0, i) \) previously defined we add in \( B_T \) a fact \( \text{timeAt}(p_0, c_0, i) \) where \( c_0 \) is the initial time at \( p_0 \). In order to distinguish activity transitions and ("silent") non-activity transitions\(^5\), we add facts \( \text{activity}(t) \) for all activities. Durations of activities are specified with facts \( \text{timeActivity}(t, c) \) where \( t \) is an activity and \( c \in \mathbb{Z}^+ \). The remainder of \( B_T \) is given by rules (9,10) in Fig. 3: rule (9) defines firing delays of each transition in \( N \) and rule (10) assigns duration zero to activity transitions per default, where the delay is not otherwise specified.

\( A_T[k] \): Rule (13) defines the effect of action \( \text{fire} \) on \( \text{timeAt} \) for all output places \( t \) where \( t \) is a \textit{non-activity} transition. In this case, the maximum time among the input places, which is computed by rules (11,12), is propagated over all output places. As opposed to (13), rule (14) defines the effect of action \( \text{fire} \) on \( \text{timeAt} \) for \textit{activity} transitions. Time value derived in rule (14) for the next step is the sum of the maximum time value at the input places and the value of the activity duration. Rule (15) conserves the time value of a place in the succeeding step \( k \) in case the transition does not fire at step \( k - 1 \).

\(^5\) Recall: in Petri nets representing business processes, activity transitions are empty squares while silent transitions are represented in filled squares (cf. Fig. 1a).
\[ BT : \]
\[
\text{firingDelay}(T, C) :- \text{timeActivity}(T, C). \quad (9) \\
\text{firingDelay}(T, 0) :- \neg \text{timeActivity}(T), \text{activity}(T). \quad (10)
\]

\[ AT[k] : \]
\[
\text{greTimeInPlace}(P1, T, k, I) :- \text{inPlace}(P1, T), \text{inPlace}(P2, T), \text{fire}(T, k, I), \\
\text{timeAt}(P1, C1, k, I), \text{timeAt}(P2, C2, k, I), P1! = P2, \\
C1 < C2, \text{instance}(I). \\
\text{maxTimeInPlace}(P, T, k, I) :- \text{inPlace}(P, T), \neg \text{greTimePlace}(P, T, k, I), \\
\text{fire}(T, k, I), \text{instance}(I). \\
\text{timeAt}(P2, C, k, I) :- \neg \text{activity}(T), \text{fire}(T, k - 1, I), \text{outPlace}(P2, T), \\
\text{maxTimeInPlace}(P, T, k - 1, I), \text{timeAt}(P, C, k - 1, I), \\
\text{instance}(I). \\
\text{timeAt}(P2, C1, k, I) :- \neg \text{activity}(T), \text{fire}(T, k - 1, I), \text{outPlace}(P2, T), \\
\text{maxTimeInPlace}(P, T, k - 1, I), \text{timeAt}(P, C, k - 1, I), \\
\text{firingDelay}(T, D), C1 = C + D, \text{instance}(I). \\
\text{timeAt}(P, C, k, I) :- \neg \text{consumeToken}(P, k - 1, I), \text{inPlace}(P, T), \\
\text{timeAt}(P, C, k - 1, I), \text{instance}(I). \\
\]
\[
Q_T[k] : \\
\#\text{minimize}\{\text{timeAt}(P, C, k, I) : \text{instance}(I) = C\} \quad (16)
\]

Fig. 3: Scheduling extension

\[ Q_T[k] : \] On top of \( Q_N[k] \), an optimization statement (16) is added for computing answer sets with the minimum time cost.

### 4.3 \( \Pi_R : \) Resource Allocation

In the last layer of our iASP program, \( \Pi_R \), we additionally formalise resources and related concepts. \( \Pi_N \cup \Pi_T \cup \Pi_R \) allow allocating resources to activities for a time optimal execution of all defined instances of \( N_T \).

\[ BR : \] The facts related to resources and organisational models are defined in the input of \( \Pi_R \). An example organisational model is shown in Fig. 1b. Facts \( \text{hasRole}(r, l) \) relates a resource \( r \) to a role \( l \). Activities are related to a role via facts of the form \( \text{canExecute}(l, t) \), which means that a role \( l \) is allowed to performing an activity \( t \). An optional estimated duration for a resource to execute an activity can be defined by \( \text{timeActivityResource}(t, r, c) \). Similarly an optional estimated duration for a role per activity can be defined by \( \text{timeActivityRole}(t, l, c) \). Both can override the default \( \text{timeActivity}(t, c) \). In particular, the order (\( > \)) preferred in resource-time allocation is \( \text{timeActivityResource} > \text{timeActivityRole} > \text{timeActivity} \). This is especially useful when a resource or a role is known to execute a particular activity in a particular amount of time, which can be different from the default duration of the activity. In our program (cf. Fig. 4) this preference computation is encoded in rules (17-21).
existsTimeActivityResource(T, R, C). \(17\)
existsTimeActivityRole(T, L): -timeActivityRole(T, L, C). \(18\)
takesTime(T, R, C): -timeActivityResource(T, R, C). \(19\)
takesTime(T, R, C): -timeActivityRole(T, L, C), hasRole(R, L), canExecute(L, T). \(20\)
not existsTimeResource(T, R). \(21\)
networkTimeActivityRole(T, R, C). \(22\)
networkTimeActivityResource(T, R, C). \(23\)

Rule \(17,18\) are projections of optionally defined activity execution durations. Rules \(19\-21\) derive correct execution duration for resource-activity pairs considering both mandatory and optional durations.

**A_{R}[^k]**: In the iterative part, rule \(22\) allocates a resource \(r\) to an activity \(t\) from time \(c\) to time \(c+2\). Note that, for handling optional execution durations, rule \(14\) is replaced by rule \(14^*\). Rule \(23\) along with constraint \(24\) prohibits any firing of an activity transition that is not allocated to a resource. Constraint \(25\) ensures that an activity cannot be assigned to more than one resource. Constraints \(26\-28\) guarantee that only one resource is assigned to one activity at a time. Constraints \(29\-30\) prevents a busy resource to be re-assigned.

**Time Relaxation** In case a resource is busy at the time when s/he is required for another activity, our program would be unsatisfiable as it is. We add rules \(31\) and \(32\) (cf. Fig. 5) into \(A_{R}[^k]\) for allowing the demanding activity to wait until the required resource is available again.
\[ \text{relaxationAt}(P, C + 1, k, I) : \text{timeAt}(P, C, k - 1, I), \text{inPlace}(P, T), \text{activity}(T), \text{not consumeToken}(P, k - 1, I), \text{instance}(I). \]  
\[ \text{timeAt}(P, C, k, I) : \text{relaxationAt}(P, C, k, I). \]  

Fig. 5: Time relaxation for optimality

5 Evaluation

We demonstrate the applicability and effectiveness of the proposed computational method for resource allocation in business processes by using it with a specific process. In order to measure performance and scalability, we conduct a batch experiment using generated examples of timed Petri nets of different sizes.

5.1 Example Scenario

We apply our method to a business process model that specifies the process of publishing a book as described in Section 2.1. The input of the program encoded in ASP following the explanations in Section 4 is: (i) three different instances \( i_1, i_2, i_3 \) of the timed Petri net depicted in Fig. 1a, whose starting times are defined as \( t_{0,i_1} = 0, t_{0,i_2} = 6 \) and \( t_{0,i_3} = 11 \), respectively; (ii) the organisational model and optional activity times for resources and roles as shown in Fig. 1b, (iii) role-activity relation defined in Section 2. We also add additional constraints for enforcing the firing sequence to go through the loop present in the process two, three and one times for \( i_1, i_2 \) and \( i_3 \), respectively.

The computed optimal resource allocation is visualised in Fig. 6. The allocation periods are depicted as coloured rectangles with a tag on it. Each tag has three parts: an initial with the initials of a resource, a short version of the allocated activity name and a subscript representing the instance ID. For example, \( D : PR_1 \) means that Drew is allocated to activity Proofreading. The colours of these rectangles correspond to the colours used for the roles depicted in Fig. 1b. Note that Amy has more than one roles in the organisation.

The longest process instance \( i_2 \) finishes in 36 time units. Several solutions were found for that global minimum time. In Fig. 6, instances 1 and 2 finish without interruptions. However, instance 3 waits 7 time units for the availability of Glen to start performing activity Proofread, since he is busy performing that activity for process instance 2 until time unit 23. All-in-all, this computation optimises the use of resource Oliver, who is the only Graphic Artist and is required in all the process instances. Please, note that, e.g., in instance 2 Drew is selected to perform activity Proofread because it takes him only 2 time units (cf. Fig. 1b), half of the default duration associated with the activity (cf. Fig. 1a). This responds to the preference order described in Section 4.3.

5.2 Performance

For our experimental evaluation, we generated a set of sound choice-free timed Petri nets (cf. Section 3). We varied the number of existing loops in these Petri nets and the
We use the same organisational model for all of the generated Petri nets, specifically the one depicted in Fig. 1b. We performed these experiments on a Linux server (4 CPU cores/2.4GHz/32GB RAM). clasp was used as ASP solver with the multi-threading mode enabled.

The results are shown in Table 1 in two parts. In the programs on the left hand side (1-9), no transitions in the loops are enforced to be fired. In the programs on the right hand side (10-18), each loop in the Petri net is constrained to be followed at least one time. The columns of the table are as follows: \( id \) is the identifier of a generated program, \( |I| \) is the number of parallel instances, \( |L| \) is the number of loops, \( |f(T)| \) is the number of fired transitions from initial to goal state, \( k \) is the final value of that parameter, \( s \) is the time in seconds to find the answer set of the program, and \( m \) is the maximum memory usage in megabytes.

For instance, it takes the solver 1.13 seconds to find an answer set for a Petri net with one loop that is not enforced at run time, and 15.02 seconds for a similar Petri net in which the loop is executed. This is satisfactory for many planning scenarios with large processes, as they can be scheduled in a few seconds/minutes and executed for a long period of time.

6 Conclusions and Future Work

We have introduced an approach for automated resource allocation in business processes that relies on ASP to find an optimal solution. The result is a work distribution (i.e., an activity allocation) that ensures that all the process activities can finish in the minimum amount of time given a set of resources. Unlike similar approaches, it is capable of dealing with cyclic processes and concurrent process instances as our encoding
in ASP is flexible and extensible. Note that extensions like constraints enforcing separation and binding of duties [10] can be easily added in our formalism, which we omitted due to space restrictions.

We plan to conduct further performance measurements and compare them to other formalisms, e.g., constraint solvers. We are confident that there is room for optimisations (e.g., symmetry breaking [5] or similar techniques) that have been successfully applied in ASP.
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1 Introduction

Business Process Management Systems (BPMS) have been designed as an integral part of the business process management (BPM) lifecycle by coordinating all resources involved in a process including people, machines and systems [26]. At design time, BPMS take as input a business process model enriched with technical details such as role assignments, data processing and system interfaces as a specification for the execution of various process instances. In this way, they support the efficient and effective execution of business processes [21].

It is an implicit assumption of BPMS that work items are independent from one another. If this assumption holds, it is fine to put work items in a queue and offer them to available resources right away. This approach of resource allocation, can be summarized as a greedy strategy. However, if there are dependencies between work items, this strategy can easily become suboptimal. Some domains like engineering or healthcare have a rich set of activities for which various resources, human and non-human, are required at the same time. Resource conflicts have often the consequence that working on one work item blocks resources such that other work items cannot be worked on. This observation emphasizes the need for techniques to make better use of existing resources in business processes [25].

* Funded by the Austrian Research Promotion Agency (FFG) grant 845638 (SHAPE).
In this paper, we address current limitations of BPMS with respect to taking such resource constraints into account. We extend prior research on the integration of BPMS with calendars [16] to take dependencies and resource conflicts between work items into account. We develop a technique for specifying these dependencies in a formal way in order to derive a globally optimal schedule for all resources together. We define our technique using Answer Set Programming (ASP), a formalism from logic programming that has been found to scale well for solving problems as the one we tackle [13]. We evaluate our technique using an industry scenario from the railway engineering domain. Our contribution to research on BPMS is an explicit notion of dependence along with a technique to achieve an optimal schedule.

The paper is structured as follows. Section 2 presents and analyzes an industry scenario. Section 3 conceptually describes the resource allocation problem. Section 4 explains our ASP-based solution and how it can be applied to the industry scenario. Section 5 evaluates the solution. Section 6 discusses related work. Section 7 summarizes the conclusions of the work and the future steps.

2 Motivation

In the following, we describe an industry scenario that leads us to a more detailed definition of the resource allocation problem and its complexity.

2.1 Industry Scenario

A company that provides large-scale technical infrastructure for railway automation requires rigorous testing for the systems deployed. Each system consists of different types and number of hardware that are first set up in a laboratory. This setup is executed by some employees specialized in different types of hardware. Afterwards, the simulation is run under supervision.

Figure 1 depicts two process models representing the setup and run phases of two tests. We use (timed) Petri nets [20] for representing the processes. The process activities are represented by transitions \((a_i)\). The number within square brackets next to the activities indicates their (default maximum) duration in generic time units (TU). The numbers under process names indicate the starting times of the process executions: 8 TU for Test-1 and 12 TU for Test-2. The processes are similar for all the testing projects but differ in the activities required for setting up the hardware as well as in the resource requirements associated with them. Certain resources can only be allocated to activities during working periods, i.e., we want to enforce time intervals (so called breaks) where some resources are not available. In our scenario, no resource is available in the intervals \([0, 8), [19, 32), [43, 56), \) and \([67, 80)\).

For completing tests, the available non-human resources in the organization include 13 units of space distributed into 2 laboratories (Table 1) and several units of 3 types of hardware (Table 2). The human resources of the company are specialized in the execution of specific phases of the two testing projects, whose activities are able to complete in a specific time. Table 3 shows available resources in different process phases and
therefore, their ability to conduct certain activities along with their years of experience in the company in square brackets.

The requirements on the use of such resources in the process activities are shown in Table 4. Each process activity requires a specific set of resources for its completion. For instance, three of the activities involved in the setup of Test-1 require 1 employee working on 1 unit of the hardware HW-1 in a laboratory; 1 setup activity requires 1 employee working on 1 unit of the hardware HW-2 in a laboratory; and the run activity requires 4 employees. Besides, a test can only be executed if the whole setup takes place in the same laboratory.

The aim in this scenario is to optimize the overall execution time of simultaneous tests and consequently, the space usage in the laboratories.

Table 1: Available space in labs

<table>
<thead>
<tr>
<th>LAB – 1</th>
<th>LAB – 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: Available hardware (HW)

<table>
<thead>
<tr>
<th>Type</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW1</td>
<td>hw1a, hw1b, hw1c</td>
</tr>
<tr>
<td>HW2</td>
<td>hw2a, hw2b, hw2c, hw2d</td>
</tr>
<tr>
<td>HW3</td>
<td>hw3a, hw3b, hw3c</td>
</tr>
</tbody>
</table>

Table 3: Specialization of employees

<table>
<thead>
<tr>
<th>Test – 1</th>
<th>Test – 2</th>
<th>Setup</th>
<th>Run</th>
<th>Setup</th>
<th>Run</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glen[7]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Drew[7]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Evan[3]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mary[5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kate[6]</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Amy[8]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
2.2 Insights

The resource allocation problem\(^1\) deals with the assignment of resources and time intervals to the execution of activities. The complexity of resource allocation in BPM arises from coordinating the explicit and implicit dependencies across a broad set of resources and activities of processes as well as from solving potential conflicts on the use of certain resources. As we observe in our industry scenario, such dependencies include, among others: (i) resource requirements, i.e., the characteristics of the resources that are involved in an activity (e.g., roles or skills) (cf. Table 3); (ii) temporal requirements. For instance, the duration of the activities may be static or may depend on the characteristics of the set of resources involved in it, especially for collaborative activities in which several employees work together (such as for the activities of the run phase of a testing process). Furthermore, resource availability may not be unlimited (e.g., break calendars). In addition, resource conflicts may emerge from interdependencies between requirements, e.g., activities might need to be executed within a specific setting which may be associated with (or share resources with) the setting of other activities (e.g., all the setup activities of a testing process must be performed in the same laboratory).

A resource allocation is \textit{feasible} if (1) activities are scheduled with respect to time constraints derived from activity durations and control flow of the process model, and (2) resources are allocated to scheduled activities in accordance with resource availability and resource requirements of activities. This combinatorial problem for finding a feasible resource allocation under constraints is an \textit{NP-Complete} problem \cite{27}. However, organizations generally pursue an optimal allocation of resources to process activities aiming at minimizing overall execution times or costs, or maximizing the usage of the resources available. In presence of objective functions the resource allocation problem becomes \(\Delta P^2\) \cite{5}.

3 Conceptualization of the Resource Allocation Problem

Fig. 2 illustrates our conceptualization of the resource allocation problem. We divide it into three complexity layers related to the aforementioned dependencies and resource

\(^1\)Commonly referred as \textit{scheduling}.

<table>
<thead>
<tr>
<th>Activities</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>a(_1) - a(_3)</td>
<td>1 Employee: Setup-1, 1 Hardware: HW-1, 1 Lab: a(_1)-a(_4) same lab</td>
</tr>
<tr>
<td>a(_4)</td>
<td>1 Employee: Setup-1, 1 Hardware: HW-2, 1 Lab: a(_1)-a(_4) same lab</td>
</tr>
<tr>
<td>a(_5)</td>
<td>4 Employee: Run-1, after execution(a.e.) release the lab for a(_1)-a(_4)</td>
</tr>
<tr>
<td>a(_6) - a(_9)</td>
<td>1 Employee: Setup-2, 1 Hardware: HW-2, 1 Lab: a(<em>6)-a(</em>{11}) same lab</td>
</tr>
<tr>
<td>a(<em>9) - a(</em>{11})</td>
<td>1 Employee: Setup-2, 1 Hardware: HW-3, 1 Lab: a(<em>9)-a(</em>{11}) same lab</td>
</tr>
<tr>
<td>a(_{12})</td>
<td>2 Employee: Run-2 (hasExp&gt;5), a.e. release the lab for a(<em>9)-a(</em>{11})</td>
</tr>
</tbody>
</table>

Table 4: Activity requirements
conflicts. Optimization functions can be applied to all types of allocation problems. This model has been defined from the characteristics identified in our industry scenario as well as in related literature [19].

3.1 Basic Resource Allocation

Three elements are involved in a basic resource allocation, namely: a model that stores all the information required about the resources available, information about the expected duration of the process activities, and a language for defining the restrictions that characterize the allocation.

Resource Ontology As a uniform and standardized representation language, we suggest the use of RDF Schema (RDFS) [4] to model organizational information and resources. Fig. 3 illustrates a sample RDFS ontology, in which a resource is characterized by a type and can have one or more attributes. In particular, any resource type (e.g. Employee) is a subclass of rdfs:Resource. The attributes are all of type rdf:Property, domain (rdfs:domain) and range of attributes are indicated with straight arrows labeled with the attribute name, whereas dashed arrows indicate an rdfs:subclassOf. There are three different types of resources: Employee, Hardware and Lab, where Hardware has three resource subtypes. Employees have attributes for their name (hasName), role(s) (hasRole) and experience level (hasExp) in the organization (number of years). Labs provide a certain amount of space for experiments (hasSpace). An instantiation of the ontology is described at the bottom of the figure using the RDF Turtle syntax [2]. This instantiation represents Tables 1-3 of the industry scenario.
Activity Duration Resource allocation aims at properly distributing available resources among running and coming work items. The main temporal aspect is determined by the expected duration of the activities. The duration can be predefined according to the type of activity or calculated from previous executions, usually taking the average duration as reference. This information can be included in the executable process model as a property of an activity (e.g. with BPMN [18]) or can be modelled externally. In either case, it has to be accessible by the allocation algorithm.

Resource Allocation Resource allocation can be seen as a two-step definition of restrictions. First, the so-called resource assignments must be defined, i.e., the restrictions that determine which resources can be involved in the activities [6] according to their properties. The outcome of resource assignment is one or more resource sets with the set of resources that can be potentially allocated to an activity at run time. The second step assigns cardinality to the resource sets such that different settings can be described, e.g. for the execution of activity $a_1$, 1 employee with role setup-1, 1 hardware of type HW2, and 1 unit space of a laboratory are required.

There exist languages for assigning resource sets to process activities [6, 33, 32, 7]. However, cardinality is generally disregarded under the assumption that only one resource will be allocated to each process activity. This is a limitation of current BPMS that prevents the implementation of industry scenarios like the one described in Section 2.1.

3.2 Advanced Time Management

This layer extends the temporal aspect of resource allocation by taking into account that: (i) resource availability affects allocation, and that (ii) the resource sets allocated to an activity may affect its duration. Regarding resource availability, calendars are

Since several sets of restrictions can be provided, e.g. for activity $a_1$ resources with either role $r_1$ or skill $s_1$ are required.
an effective way of specifying different resource availability status, such as available, unavailable, occupied/busy or blocked [19]. Such information must be accessible by the resource allocation module. As for the variable activity durations depending on the resource allocation, three specificity levels can be distinguished:

- **Resource-set-based duration**, i.e., a triple \((activity, resourceSet, duration)\) stating the (minimum/average) amount of time that it takes to the resources within a specific resource set (i.e., cardinality is disregarded) to execute instances of a certain activity. For instance, \((a_1, technician, 6)\) specifies that people with the role technician need (at least/on average) 6 TU to complete activity \(a_1\), assuming that technician is an organisational role.

- **Resource-based duration**, i.e., a triple \((activity, resource, duration)\) stating the (minimum/average) amount of time that it takes to a concrete resource to execute instances of a certain activity. For instance, \((a_1, John, 8)\) specifies that John needs (at least/on average) 8 TU to complete activity \(a_1\).

- **Aggregation-based duration**, i.e., a triple \((activity, group, duration)\) stating the (minimum/average) amount of time that it takes to a specific group to execute instances of a certain activity. In this paper, we use group to refer to a set of human resources that work together in the completion of a work item, i.e., cardinality is considered. Therefore, a group might be composed of resources from different resource sets which may not necessarily share a specific resource-set-based duration. An aggregation function must be implemented in order to derive the most appropriate duration for an activity when a group is allocated to it. The definition of that function is up to the organization. For instance, a group might be composed of \((John, Claire)\), where John has an associated duration of 8 TU for activity \(a_1\) and Claire does not have a specific duration but she has role technician, with an associated duration of 6 TU for activity \(a_1\). Strategies for allocating the group to the activity could be to consider the maximum time needed for the resources involved (i.e., 8 TU), or to consider the mean of all the durations (i.e., 7 TU) assuming that the joint work of two people will be faster than one single resource completing all the work.

### 3.3 Advanced Resource Management

The basic resource allocation layer considers resources to be discrete, i.e. they are either fully available or fully busy/occupied. This applies to many types of resources, e.g. people, software or hardware. However, for certain types of non-human resources, availability can be partial at a specific point in time. Moreover, they may have other fluent attributes. For instance, cumulative resources are hence characterized by their dynamic attributes and they can be allocated to more than one activity at a time, e.g. in Fig. 2 there is a resource room 1 whose occupancy changes over time.

We use the ASP solver clasp [12] due to its efficiency for our experiments. This allows us to use integer variables as attributes. There are also other extensions of ASP such as FASP [35] that adds the power to model continuous variables.
3.4 Optimization Function

Searching for (the existence of) a feasible resource allocation ensures that all the work items can eventually be completed with the available resources. However, typically schedules should also fulfill some kind of optimality criterion, most commonly completion of the schedule in the shortest possible overall time. Other optimization criteria may involve for instance costs of the allocation of certain resources to particular activities, etc.

Given such an optimization criterion, there are greedy approaches [34] providing a substantial improvements over choosing any feasible schedule, although such techniques depend on heuristics and may not find a globally optimal solution for complex allocation problems.

We refer to [24] for further information on various optimization functions, but emphasize that our approach will in principle allow arbitrary optimization functions and finds optimal solutions – similar in spirit to encodings of cost optimal planning using ASP [10].

4 Implementation with ASP

Answer Set Programming (ASP) [12] is a declarative (logic-programming-style) paradigm. Its expressive representation language, ease of use, and computational effectiveness facilitate the implementation of combinatorial search and optimization problems (primarily NP-hard). Modifying, refining, and extending an ASP program is uncomplicated due to its strong declarative aspect.

An ASP program $\Pi$ is a finite set of rules of the form:

$$A_0 \leftarrow A_1, \ldots, A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n.$$  \hspace{1cm} \text{(1)}

where $n \geq m \geq 0$ and each $A_i \in \sigma$ are (function-free first-order) atoms; if $A_0$ is empty in a rule $r$, we call $r$ a constraint, and if $n = m = 0$ we call $r$ a fact.

Whenever $A_i$ is a first-order predicate with variables within a rule of the form (1), this rule is considered as a shortcut for its grounding $\text{ground}(r)$, i.e., the set of its ground instantiations obtained by replacing the variables with all possible constants occurring in $\Pi$. Likewise, we denote by $\text{ground}(\Pi)$ the set of rules obtained from grounding all rules in $\Pi$. Sets of rules are evaluated in ASP under the so-called stable-model semantics, which allows several models, so called answer sets (cf. [3] for details).

ASP Solvers typically first compute a subset of $\text{ground}(\Pi)$ and then use a DPLL-like branch and bound algorithm to find answer sets for this ground program. We use the ASP solver clasp [12] for our experiments as it has proved to be one of the most efficient implementations available [8].

As syntactic extension, in place of atoms, clasp allows set-like choice expressions of the form $E = \{A_1, \ldots, A_k\}$ which are true for any subset of $E$; that is, when used in heads of rules, $E$ generates many answer sets, and such rules are often referred to as choice rules. Another extension supported in clasp are optimization statements [12] to indicate preferences between possible answer sets:

#minimize $\{A_1 : \text{Body}_1 = w_1, \ldots, A_m : \text{Body}_m = w_m @ p\}$
associates integer weights (defaulting to 1) with atoms \( A_i \) (conditional to \( Body_i \) being true), where such a statement expresses that we want to find only answer sets with the smallest aggregated weight sum; again, variables in \( A_i : Body_i = w_i \) are replaced at grounding w.r.t. all possible instantiations. Several optimization statements can be introduced by assigning the statement a priority level \( p \). Reasoning problems including such weak constraints are \( \Delta^P_2 \)-complete.

Finally, many problems conveniently modeled in ASP require a boundary parameter \( k \) that reflects the size of the solution. However, often in problems like planning or model checking this boundary (e.g. the plan length) is not known upfront, and therefore such problems are addressed by considering one problem instance after another while gradually increasing this parameter \( k \). Re-processing repeatedly the entire problem is a redundant approach, which is why incremental ASP (iASP) [12] natively supports incremental computation of answer sets; the intuition is rooted in treating programs in program slices (extensions). In each incremental step, a successive extension of the program is considered where previous computations are re-used as far as possible.

A former version of our technique is detailed in [13]. We enhance our encoding in three folds: (1) basic resource allocation supporting multiple business processes with multiple running instances, (2) definition of advanced resource management concepts, and (3) definition of advanced time management concepts. The entire ASP encoding can be found at \( \text{http://goo.gl/Q7B2t4} \).

### 4.1 Basic Resource Allocation

This program schedules the activities in business processes described as timed Petri nets (cf. the generic formulation of 1-safe Petri Nets [13, Section 4]) and allocates resources to activities with respect to activity-resource requirements. To achieve this, the program finds a firing sequence between initial and goal places of given processes, schedules the activities in between, and allocates resources by complying with resource requirements. In our program, a firing sequence is represented as predicates \( \text{fire}(a,b,i,k) \), which means that an activity \( a \) of a business process \( b \) in instance \( i \) is fired at step \( k \). Starting time of each activity in the firing sequence is derived from the time value accumulated at the activity’s input place \( p \). A time value at a place \( p \) is represented by the predicate \( \text{timeAt}(p,c,b,i,k) \), where \( c \) is the time value.

A resource set is defined as a rule that derives the members of the set that satisfy a number of properties. These properties can be class memberships or resource attributes defined in resource ontology(cf. Section 3.1). Note that, any resource ontology described in RDF(S) can be easily incorporated/translated into ASP [11]. A resource set is represented with the predicate \( \text{resourceSet}(R,id) \), where \( R \) is a set of discrete resources and \( id \) is the identifier of the set. We explain the following resource sets following our industry scenario:

**All employees that can take part in the setup phase of Test-1:**

\[
\text{resourceSet}(R,rs\_set1):-\text{employee}(R), \text{hasRole}(R,\text{setup1}).
\]

**All employees that can take part in the run phase of Test-2 and have a working experience greater than 5 years:**

\[
\text{resourceSet}(R,rs\_ex2):-\text{employee}(R), \text{hasRole}(R,\text{run2}), \text{hasExp}(E), E>5.
\]
All hardware resources of type HW2:

resourceSet(R,rs_h2):-hardware2(R).

After defining resource sets, we define resource requirements of an activity \( a \) with the predicate \( \text{requirement}(a,id,n) \) where \( id \) refers to a specific resource set and \( n \) is the number of resources that activity \( a \) requires from this set. For instance, \( \text{requirement}(a_{12},rs_{ex2},2) \) means that activity \( a_{12} \) requires 2 resources from the resource set \( rs_{ex2} \). The resource requirements that we support include typical access-control constraints [6]. In particular, Separation of duties (SoD) and binding of duties (BoD) are implemented in our program by using the predicate \( \text{separateDuties}(a_1,b_1,a_2,b_2) \), which separates the resources allocated to the activity \( a_1 \) of process \( b_1 \) from the resources allocated to \( a_2 \) of \( b_2 \); and \( \text{bindDuties}(a_1,b_1,a_2,b_2) \), which binds the resources allocated to the activity \( a_1 \) of process \( b_1 \) with the resources allocated to \( a_2 \) of \( b_2 \).

### 4.2 Advanced Time Management

Default durations of activities are defined in the timed Petri nets and represented as \( \text{activityDuration}(T,D) \) in our program. This default duration can be overwritten by \( d \) when any resource \( r \) that belongs to a resource set \( rs \) is assigned to a certain activity \( a \) of the process \( b \) by using the predicate \( \text{rSetActDuration}(rs,a,b,d) \). In a similar fashion, the default duration can be overwritten by a new value \( d \) when a certain resource \( r \) is assigned to a certain activity \( a \) of the process \( b \) by using the predicate \( \text{resActDuration}(r,a,b,d) \). The order (\( > \)) preferred in activity time is \( \text{resActDuration}>\text{rSetActDuration}>\text{activityDuration} \). This is especially useful when a resource or a resource set is known to execute a particular activity in a particular amount of time, which can be different from the default duration of the activity.

As one activity can be allocated to a group of resources (cf. Section 3.2), an aggregation method might be needed. Our default aggregation method identifies the maximum duration within the group and uses it for allocation. This method can be modified with different aggregation options that fit in the purpose of allocation scenario.

In many real-life projects, certain resources are only available during the working periods (a.k.a. break calendars). We model this by \( \text{break}(rs,c_1,c_2) \) that forbids allocation of resources in the resource set \( rs \) between time \( c_1 \) and \( c_2 \), where \( c_1 < c_2 \).

For business process instances and their activities, (optionally, max. or min.) starting or ending times can be defined using the following predicates:

- \( \text{actStarts}(o,a,b,i,c) \), i.e. activity \( a \) in business process \( b \) of instance \( i \), starts \( <o> \) at \( c \);
- \( \text{actEnds}(o,a,b,i,c) \), i.e. activity \( a \) in business process \( b \) of instance \( i \), ends \( <o> \) at \( c \);
- \( \text{bpiStarts}(o,b,i,c) \), i.e. business process \( b \) of instance \( i \), starts \( <o> \) at \( c \);
- \( \text{bpiEnds}(o,b,i,c) \), i.e. business process \( b \) of instance \( i \), ends \( <o> \) at \( c \); where \( o \in \{\text{strictly,earliest/latest}\} \).

### 4.3 Advanced Resource Management

A cumulative resource has an integer value attribute describing the state of the resource. This value can increase or decrease when the resource is consumed or generated by an
activity requiring it. Definition of cumulative resource sets have one extra term for this reason: \( \text{resourceSet}(R, V, id) \), where \( R \) is the set of cumulative resources, \( V \) is the set of their initial value and \( id \) is the identifier of the resource set. For example:

**Lab space set:**

\[
\text{resourceSet}(R, V, \text{lab_space}) : = \text{lab}(R), \text{hasSpace}(R, V).
\]

Resource requirements are defined like for discrete resources, where \( n \) is the amount of resource consumed or generated. For instance, \( \text{requirement}(a_1, \text{lab_space}, 1) \) consumes 1 unit of lab space when \( a_1 \) is allocated, whereas \( \text{requirement}(a_{12}, \text{lab_space}, -6) \) releases 6 units of space by the time \( a_{12} \) is completed.

**Resource blocking** functionality allows us to block some resources between the execution of two activities in a process. A blocked resource is not allowed to be allocated by an activity in this period. \( \text{block}(a_1, a_2, id, n) \) blocks \( n \) amount of resources in the resource set \( id \) from the beginning of \( a_1 \) to beginning of \( a_2 \).

### 4.4 Optimization Function

As aforementioned, the ASP solver \textit{clasp} allows defining objectives as cost functions that are expressed through a sequence of \# minimize statements. In our encoding, we ensure time optimality of our solutions using a minimization statement. The incremental solver finds an upper-bound time value \( c_{upper} \) at step \( k \). A time optimal solution is guaranteed at step \( k' \) where \( k' = c_{upper}/\min(D) \), \( D \) is the set of activity durations. In a similar way, any objective that is quantified with an integer value (e.g. cost objectives, resource leveling, etc.) could be introduced. When there is more than one objective, they should be prioritized.

Taking into account all the aforementioned functionality, using the encoding summarized above and detailed in \textit{http://goo.gl/Q7B2t4}, a time optimal solution for our industry scenario is depicted in Fig. 4. The final allocation of resources to each activity \( a_i \) is as follows:

![Fig. 4: Optimal resource allocation for our industry scenario](image-url)
5 Evaluation

Our resource allocation technique not only finds an optimal schedule for activities in our industry scenario but also consequently optimizes the resource utilization. We show the improvement in result quality by comparing an optimal allocation of the scenario (cf. Fig 4) against a greedy allocation, depicted in Fig. 5. We use the following two criteria for this comparison:

1. Total execution time (TET) corresponds to the end time of the last activity for each process (e.g. \( a_5 \) for process Test-1).

2. Average employee utilization (AEU): For any time unit \( c \in C \), \( c_{\text{start}} \) is the start time, \( c_{\text{end}} \) is the end time of process execution, \( c_{\text{start}} \leq c \leq c_{\text{end}} \), a function \( s : c \rightarrow R_b \) returns an ordered set of billable employees \( R_b \) respecting Table 3. For each element \( r \in R_b \), a function \( w_c : r \rightarrow \{0, 1\} \) returns whether the employee \( r \) is working at time \( c \). In other words, we first sum the ratio between the number of employees allocated and the total number of employees that potentially can take part at each time unit, and normalize this sum using the overall execution time. AEU is calculated as described by (2).

\[
AEU = \frac{\sum_{i=c_{\text{start}}}^{c_{\text{end}}} \sum_{r \in s(i)} w_c(r) \cdot |s(i)|}{c_{\text{end}} - c_{\text{start}}}
\]  

(2)

For instance, in Fig. 5, \( s(8) = \{Glen, Drew, Evan, Mary, Amy\} \). Note that Kate is not in the set since she only takes part in Test-2 and Test-2 instances have not started due to the deadline constraint \( bp_{\text{starts}}(\text{earliest}, \text{test-2}, 12) \). At time 8, only \( w_c(Amy) \) and \( w_c(Glen) \) have value of 1.

Table 5 summarizes the results obtained using the two aforementioned criteria for the two allocation strategies. The execution of our industry scenario finishes 5 TU before under optimal allocation, which corresponds to 14% of time usage improvement.
while $AEU$ improves $7\%$. We refer the reader to [13] for scalability of our technique, where we demonstrated that ASP performs well for resource allocation in the BPM domain.

### 6 Related Work

Resource allocation has been extensively explored in various domains for addressing everyday problems, such as room, surgery or patient scheduling in hospitals, crew-job allocation or resource leveling in organizations. Table 6 collects a set of recent, representative approaches of three related domains: operating room scheduling [9, 29, 23], project scheduling [30, 17, 31] and resource allocation in business processes [34, 28, 13]. The features described in Section 3 are used for comparing them. Specifically, column $Res. Type$ specifies the type(s) of resource(s) considered for allocation (human, non-human or both); column $A. Level$ indicates the expressiveness of the restrictions that can be defined for the allocation, among: (i) low, when a small range of resource assignment requirements are considered and only one individual of each resource type (e.g., one person and one room) is allocated to an activity, i.e., cardinality is disregarded; (ii) medium, when a small range of resource assignment requirements are considered or cardinality is disregarded; and (iii) high, when flexible resource assignment and cardinality are supported; column $Calendar$ refers to whether information about resource availability is taken into account (a blank means it is not); column $Aggreg.$ indicates whether the execution time of an activity is determined by the resources involved in it; column $Advanced Res. Mgmt.$ shows the support for cumulative resources

<table>
<thead>
<tr>
<th>Approach</th>
<th>$Res. Type$</th>
<th>$A. Level$</th>
<th>$Calendar$</th>
<th>Aggreg.</th>
<th>Dynamism</th>
<th>Objective</th>
<th>Formalism</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>Both</td>
<td>Low</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>Usage</td>
<td>MIP</td>
</tr>
<tr>
<td>[29]</td>
<td>Both</td>
<td>Medium</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>Usage</td>
<td>IP</td>
</tr>
<tr>
<td>[23]</td>
<td>Both</td>
<td>High</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>Any</td>
<td>Ad-hoc</td>
</tr>
<tr>
<td>[30]</td>
<td>Both</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Time&amp;usage</td>
<td>LIP</td>
</tr>
<tr>
<td>[17]</td>
<td>Both</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Time&amp;usage</td>
<td>CP</td>
</tr>
<tr>
<td>[31]</td>
<td>Both</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Makespan</td>
<td>Ad-hoc</td>
</tr>
<tr>
<td>[28]</td>
<td>Both</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>CP</td>
</tr>
<tr>
<td>[34]</td>
<td>Both</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Makespan</td>
<td>Petri N.</td>
</tr>
<tr>
<td>[13]</td>
<td>Human</td>
<td>Medium</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Time</td>
<td>ASP</td>
</tr>
</tbody>
</table>

Table 6: Representative approaches related to resource allocation

---

3 We have adopted the vocabulary used in BPM for resource allocation [34, 28].
that can be shared among several activities at the same time; column **Objective** defines the variable to be optimized; and column **Formalism** specifies the method used for resolving the problem.

The concept of process is not explicitly mentioned in the operating room scheduling problem. Traditional approaches in this field tended to adopt a two-step approach which, despite reducing the problem complexity, failed to ensure optimal or even feasible solutions [23]. It is a property of the surgery scheduling problem that some resources, such as the operating rooms, can only be used in one project at a time [23], so cardinality is disregarded [9, 29]. However, it is important to take into account resource availability. The most expressive approach in this domain [23] is an ad-hoc algorithm, whereas integer programming (IP) stands out as a formalism to efficiently address this problem.

Project scheduling consists of assigning resources to a set of activities that compose a project, so the concept of workflow is implicit. The approaches in this domain support cardinality for resource allocation but they rely on only the resource type for creating the resource sets assigned to an activity. These approaches implement the so-called **resource-time tradeoff**, which assumes that activity completion is faster if two resources of the same type work together in its execution [30, 17] (cf. Section 3.2). However, they assume a constant per-period availability of the resources [31], hence calendars are overlooked. The project scheduling problem has been repeatedly addressed with formalisms like linear integer programming (LIP) [30] and constraint programming (CP) [17], yet ad-hoc solutions also exist [31].

Finally, in the domain of BPM, the state of the art in resource allocation does not reach the maturity level of the other domains despite the acknowledged importance of the problem [1] and the actual needs (cf. Section 2.1). Similar to project scheduling, a constant availability of resources is typically assumed. In addition, due to the computational cost associated to joint resource assignment and scheduling problems [15], the existing techniques tend to search either for a feasible solution without applying any optimizations [28]; or for a local optimal at each process step using a greedy approach that might find a feasible but not necessarily a globally optimal solution [34]. Nonetheless, recently it was shown that global optimization is possible at a reasonable computational cost [13]. Moreover, driven by the limitations of current BPMS, which tend to disregard collaborative work for task completion, cardinality has been unconsidered for allocation, giving rise to less realistic solutions.

In general, the optimization function depends on the problem and the objective of the approach but it is generally based on minimizing time, makespan or cost, or making an optimal use of the resources (a.k.a. resource leveling [22]).

### 7 Conclusions and Future Work

In this paper we have conceptualized the complex problem of resource allocation under realistic dependencies that affect resources and activities as well as potential conflicts that may arise due to simultaneous requirement of resources. Our implementation based on ASP and its evaluation show that optimal solutions for this problem are possible, which extends the state of the art in BPM research and could contribute to extend the support in existing BPMS. ASP has proved to scale well [8] and can be easily integrated with RDF ontologies [11].
It is not the aim of this work to provide an end-user-oriented but an effective solution. In order to reasonably use our ASP implementation with a BPMS, it is required: (i) to map the notation used for process modeling along with the durations associated with the activities to (timed) Petri nets, for which several techniques have been designed [14]; and (ii) the integration of languages for defining all the requirements which could be used by non-technical users in the system as well as their mapping to ASP. However, to the best of our knowledge, there is not yet such an expressive end-user-oriented language but languages that allow a partial definition of the requirements [7, 33].

As future work we plan to compare our technique with existing approaches on other optimal resource allocation techniques, explore the preemptive resource allocation as well as to apply our technique in other domains.
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Abstract. Declarative logic programming formalisms are well-suited to model various optimization and configuration problems. In particular, Answer Set Programming (ASP) systems have gained popularity, for example, to deal with scheduling problems present in several domains. The main goal of this paper is to devise a benchmark for ASP systems to assess their performance when dealing with complex and realistic resource allocation with objective optimization. To this end, we provide (i) a declarative and compact encoding of the resource allocation problem in ASP (compliant with the ASP Core-2 standard), (ii) a configurable ASP systems benchmark named BRANCH that is equipped with resource allocation instance generators that produce problem instances of different sizes with adjustable parameters (e.g., in terms of process complexity, organizational and temporal constraints), and (iii) an evaluation of four state-of-the-art ASP systems using BRANCH. This solid application-oriented benchmark serves the ASP community with a tool that leads to potential optimizations and improvements in encodings and further drives the development of ASP solvers. On the other hand, resource allocation is an important problem that still lacks adequate automated tool support in the context of Business Process Management (BPM). The ASP problem encoding, ready-to-use ASP systems and problem instance generators benefit the BPM community to tackle the problem at scale and mitigate the lack of openly available problem instance data.
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1 Introduction

Business Process Management (BPM) is a discipline in operations management that aims at improving corporate performance by properly managing and optimizing a company’s business processes. A business process is a collection of related events, activities and decisions that involve a number of human and non-human resources and that collectively lead to an outcome that is of value to an organization or its customers [1]. As an integral part of business processes, resources have to be considered throughout all the stages of the BPM life cycle, which iterates from process discovery and modeling to process execution and monitoring, targeting continuous process improvement.
At run time, a process execution engine creates business process instances and allocates specific resources to the tasks to be completed according to predefined criteria. Such criteria include, for example, constraints that comprise the characteristics of resources needed for each process task. Regarding human resources, these characteristics are usually reflected in organizational models that contain all the relevant data about the resources, such as their roles, skills and any other valuable information. For instance, Role-Based Access Control (RBAC) [2] is very often used for assigning resources to process tasks based on the organizational roles they are associated with. As a result, during process execution, at the due time for each activity only the required resource will be picked up from the set of candidates (i.e., among suitable resources according to the resource assignment constraints) and allocated to the task. Such a selection and scheduling of resource assignments is addressed in Resource Allocation in Business Processes (RABP).

An RABP problem comprises several components: a process model that describes the control flow of activities (e.g., precedence and concurrency relations), an organizational model that characterizes resources and their roles to enable activity executions [3], and a temporal model that designates activity duration estimations. Moreover, process-oriented organizations are also concerned with carrying out RABP under optimization objectives so that one or many process performance measures (e.g., execution time and cost) are optimized [1], which adds to the complexity of RABP. One way of approaching this problem is by encoding it using a declarative programming formalism. Answer Set Programming (ASP), a declarative logic programming dialect particularly suitable to model combinatorial search problems, appears to be a good candidate for this purpose as it has been used to solve various hard computational problems and proved to maintain a balance between expressiveness, ease of use and computational effectiveness [4]. ASP programs consist of clauses that look similar to Prolog rules [5] but the underlying computational mechanisms, which are based on the stable model semantics [6], are different [7]: rather than via resolution-based proofs, an ASP program is first *grounded* to a finite set of clauses where each rule with variables is instantiated as equivalent propositional rules without variables. Afterward, a *solver* searches for answer sets (i.e., solutions) of the ground program. This is typically done by relying on advanced conflict-driven, heuristic search procedures developed in the area of propositional satisfiability checking (SAT) [8]. Moreover, apart from rules and hard constraints, in the absence of complete information, *default behaviors* related to an allocated resource (e.g., assumed/default duration of a generic activity, potentially overridden by a known different duration for a specific resource/role) can be elegantly represented in ASP by so-called negation-as-failure [6, 7]. Due to its flexible modeling constructs, in prior research efforts [9, 10] we could demonstrate the suitability of ASP as a flexible tool to encode RABP with makespan\(^1\) minimization, including relatively complex constraints. This allowed us to identify the RABP problem as a challenging task for state-of-the-art ASP systems (i.e., combinations of an ASP grounder and an ASP solver); however, so far, a comprehensive set of realistic benchmark instances is missing to stress-test the performance of ASP systems in practice on RABP.

\(^1\) The makespan is the distance in time that elapses from the start to the end of a process execution.
The ASP community has collected benchmarks to test ASP systems by organizing regular competitions. These competitions have both been successful in driving research on more efficient grounders and solvers and optimizing and comparing problem encodings to evaluate the different performance of otherwise equivalent encodings in different ASP systems. Most closely related to our problem, earlier such ASP competitions [11, 12] have led to the development of two scheduling-related benchmark entries called disjunctive scheduling [12] and incremental scheduling [11]. Unlike these two problems that were addressed in two earlier ASP competitions, the RABP problem has a makespan optimization criteria and a more elaborate and expressive input/output setting that is tailored for real-world applicability, for which a benchmark to compare the performance of existing ASP solvers and grounders is still missing. In the case of RABP, this is also due to the lack of openly available real-world data describing various scenarios in which resource allocation is required (i.e., the lack of ready-to-use datasets), as companies typically consider information about their resources or business processes sensitive.

In this paper, we aim at narrowing this gap by extending former contributions on ASP-based RABP towards a common challenge benchmark for ASP solvers, driven by and parameterizable to mimic realistic scenarios from BPM. In particular, our contribution is three-fold:

- We define a formalization of the RABP problem and provide a baseline problem encoding in ASP.
- We develop a ready-to-use, configurable benchmark named BRANCH that generates RABP instances with respect to given parameters to adapt the instance sizes, solves the generated RABP instances using the configured ASP systems by the users, and reports on the performance of the ASP systems.
- Lastly, by using BRANCH, we present a detailed evaluation that compares four ASP systems comprising combinations of state-of-the-art ASP grounders GRINGO [13] and I-DLV [14], and solvers CLASP [15] and WASP [16].

Interestingly, the results of our evaluation demonstrate that real-world instance sizes pose a considerable challenge on state-of-the-art ASP systems, which opens further opportunities for specific performance improvements in these systems. While this might be a valuable insight for the ASP research community, the BPM community will also benefit from a new, declarative encoding of the RABP problem, available systems to solve it, and a generator to produce instance datasets for testing purposes.

The remainder of this paper is structured as follows. Section 2 formally defines the RABP problem, providing the necessary background. Based on that, Section 3 presents our baseline problem encoding, preceded by a detailed background on ASP. Section 4 describes the functionalities of BRANCH. Section 5 evaluates the performance of different ASP systems using our baseline ASP encoding with BRANCH. Section 6 highlights the limitations of BRANCH. Finally, Section 7 concludes the paper, summarizing insights and giving pointers for future work.
2 Formalization of the Problem

In this section, we first describe the elements involved in RABP, such as business process models, organizational models, and the modeling of temporal aspects. Afterward, we formalize the RABP problem.

2.1 Business Process Models

A business process is a finite set of structured activities where a specific sequence of activities serves a particular business goal. The execution of each activity in the process generally requires one human resource and produces an output that is of benefit to a customer, such as a service or a product [17]. Process models are defined to represent the different aspects of a business process, especially the functional (process activities) and the behavioral (control flow or execution order) perspectives. As for formal descriptions of business processes, in practice, Business Process Model and Notation (BPMN) [18] diagrams are widely used to describe business processes due to their visual understandability.

Book Publishing (BPub) Example 1. Figure Figure 1 depicts the model of a process for publishing a book from the point of view of a publishing house, represented as a BPMN diagram. In this process, when the publishing entity receives a new textbook manuscript from an author, it must be proofread and revised. The improved manuscript is then sent back to the author (press release) for double-checking.

High-level, visual process modeling notations like BPMN can be automatically mapped to Petri nets [19, 20], which have the advantage of an exact mathematical definition of their execution semantics and their well-developed theory for process analysis.

Definition 1 (Petri Net) A Petri net is a 3-tuple $PN = (P, T, F)$ where:

- $P = \{p_1, p_2, \ldots, p_n\}$ is a set of places, represented graphically as circles;
Table 1: Behavioral relation matrix of the activities Figure 1.

<table>
<thead>
<tr>
<th></th>
<th>RM</th>
<th>PM</th>
<th>RT</th>
<th>RV</th>
<th>SPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM</td>
<td>≻,→</td>
<td>≻,→</td>
<td>≻,→</td>
<td>≻,→</td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>≻,→</td>
<td>≻,→</td>
<td>≻,→</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td></td>
<td>≻,∥</td>
<td>≻,→</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV</td>
<td></td>
<td>≻,∥</td>
<td>≻,→</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- $T = \{t_1, t_2, \ldots, t_n\}$ is a set of transitions, represented graphically as rectangles; and
- $F \subseteq (P \times T) \cup (T \times P)$ is a set of arcs (flow relations), represented as arrows and describing a bipartite graph.

The input places and the output places of each transition $t \in T$ are defined as $\ast t = \{p \in P \mid (p, t) \in F\}$ and $t^* = \{p \in P \mid (t, p) \in F\}$, respectively. Similarly, the input transitions and the output transitions of each place $p \in P$ are defined as $\ast p = \{t \in T \mid (t, p) \in F\}$ and $p^* = \{t \in T \mid (p, t) \in F\}$, respectively. $\mu : P \rightarrow \mathbb{N}_0$ is a marking of $PN$ representing the initial distribution of tokens and $\mu(p)$ maps a place $p$ to its number of tokens. Pictorially, tokens are represented as black dots in places (e.g., $\mu(p_{\text{start}}) = 1$ in Figure 2). A transition $t$ is enabled in $\mu$, denoted by $(PN, \mu)[t]$ when there is at least one token in each input place of $t$ where $p \in \ast t$. An enabled transition can therefore fire. The firing of a transition $t$ changes the current marking $\mu$ to $\mu'$ by removing one token from each $p \in \ast t$ and adding one token to each $p \in t^*$, denoted by $(PN, \mu)[t](PN, \mu')$. A firing sequence of transitions $\sigma = t_1, t_2, \ldots, t_n$ changes the initial marking of the Petri net $\mu_0$ at each firing. If there exists a firing sequence $\sigma$ leading to $\mu'$, then $\mu'$ is reachable from $\mu_0$, denoted by $\mu' \in [PN, \mu_0]$. A Petri net system is a pair $(PN, \mu_0)$.

**BPub Example 2.** Figure 2 illustrates the Petri net representation of the book publishing process described above, corresponding to the BPMN diagram in Figure 1. Activities $A \subseteq T$ are transitions that are graphically represented by empty squares.

Among the behavioral relations that are described in [21], between two different transitions $t_x$ and $t_y$ of a Petri net system $(PN, \mu_0)$:

- $t_x \gtrdot t_y$ reads as $t_x$ is in the weak order relation with $t_y$ if there exists a firing sequence $\sigma = t_1, t_2, \ldots, t_n$ such that $(PN, \mu_0)[\sigma], x \in \{1, \ldots, n - 1\}$ and $x < y \leq n$;
- $t_x \rightarrow t_y$ reads as $t_x$ is in the precedence relation with (i.e., precedes) $t_y$
- $t_x \parallel t_y$ reads as $t_x$ is in the concurrency relation with $t_y$ if there is a reachable marking $\mu' \in [PN, \mu_0]$ that enables both transitions concurrently.

**BPub Example 3.** The behavioral relations between the activities in Figure 1 are derived from the equivalent Petri net in Figure 2. These relations are summarized in Table 1. For example, $PM \gtrdot RT$, $PM \rightarrow RT$, and $RT \parallel RV$. 
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2.2 Organizational Model

Different types of organizational structures give rise to different organizational models [22]. In most cases, the employees of the organization (i.e., its human resources) have one or more organizational roles according to their skills and characteristics, which allow them to perform certain tasks and activities. One of the most widely known models for capturing such organizational structures based on roles is the Role-Based Access Control (RBAC) model [2]. It describes resources, roles, and who can execute which activity based on the roles.

**Definition 2 (RBAC Model)** An RBAC Model is a 6-tuple \( O = (A, R, L, S_{AL}, S_{RL}, S_{LL}) \), where:
- \( A \) is a set of activities,
- \( R \) is a set of resources,
- \( L \) is a set of roles,
- \( S_{AL} \subseteq 2^{(A \times L)} \) is a set of activity-to-role assignments specifying which activity can be executed by which role(s) (i.e., the resources associated with these roles), commonly known as resource assignment in BPM [23],
- \( S_{RL} \subseteq 2^{(R \times L)} \) is the corresponding set of resource-to-role assignment tuples identifying the roles per resource,
- \( S_{LL} \subseteq 2^{(L \times L)} \) is a set of role-to-role assignments that form a hierarchical (sub-role) structure. The symbol \( \geq \) indicates the ordering operator. If \( l_1 \geq l_2 \), then \( l_1 \) is referred to as the senior of \( l_2 \). Conversely, \( l_2 \) is the junior of \( l_1 \) with the intuitive meaning that each senior role may also execute all activities that the junior role is allowed to execute.

**BPub Example 4.** Let us assume that the book publishing process (cf. Figures 1 and 2) is executed within an organization composed of six resources \( R = \{Amy, Glen, Drew, Emily, Oliver, Evan\} \) that are assigned to four distinct roles \( L = \{Publisher, Copy Editor, Graphic Artist, Administrative Assistant\} \). Table 2 shows a possible RBAC model of such a publishing entity. For instance, within the activity-to-role relation, the first entry means that the activity Receive Manuscript can be executed by the members of the role Publisher; within the resource-to-role relation, the first entry means that the resource Amy has the role Publisher; and within the role-to-role relation, the first entry means that the resources with the role Publisher can execute all the activities of the resources with the role Copy Editor but not the other way around (specifically, Publisher \( \geq \) Copy Editor).

2.3 Temporal Model

In a typical real-world BPM scenario, temporal constraints like durations of activities and the tentative deadline for the completion of process instances (i.e., makespan upper bound) are estimated by process managers.

**Definition 3 (Default Duration Function)** The default duration function \( \Delta : A \to \mathbb{N}_0 \) defines the activity duration in a use-case specific time unit (TU) (e.g., in minutes, hours or days) for each activity \( a \in A \).
We may assume the temporal model is typically created by process managers. However, to increase the robustness of resource allocation, resource-activity, and role-activity specific durations can be estimated from an event log using process mining techniques [24]. Process execution data from past process instances is typically stored in event logs or audit trails by BPM Systems (BPMS) and other information systems used in the organization [25]. An event log usually stores for each event related to an activity the type of event (e.g., start or end of an activity execution), resource-related properties (at least who executed an activity), and temporal information (when the event took place). All the events related to a process instance constitute a trace. Each event and each trace in an event log are typically identified by a unique event id and trace id, respectively.

**Definition 4 (Resource-Activity Duration Partial Function)** The resource-activity duration partial function $\delta_r : (L \times R \times A) \not\rightarrow \mathbb{N}_0$ estimates the mean duration for executing an activity $a$ by a resource $r$ from an event log $L$.

**Definition 5 (Role-Activity Duration Partial Function)** The role-activity duration partial function $\delta_l : (L \times L \times A) \not\rightarrow \mathbb{N}_0$ estimates the mean duration for executing an activity $a$ by a role $l$ from an event log $L$ where $(r, l) \in S_{RL}$ and $(a, l) \in S_{AL}$.

**BPub Example 5.** Table 3 shows an excerpt $L'_{\text{BPub}}$ of the event log $L_{\text{BPub}}$ from the execution of the book publishing process depicted in Figure 2. For example, the second row (with the event id $e57$) is logged at the start of the execution of the activity *Proofread Manuscript* by Glen on 2021-10-15 at 09:16. An example of role-activity duration estimation from an event log is as follows: given the partial event log $L'_{\text{BPub}}$ in Table 3, $\pi(L'_{\text{BPub}}, \text{Copy Editor}, \text{Proofread Manuscript})$ is estimated by calculating...
The mean of the two time intervals e57 to e64 and e59 to e60 (i.e., the copy editors Glen and Drew’s execution intervals of Proofread Manuscript). The first time interval is from 09:16 to 13:26 (250 min), and the second one is from 09:35 to 12:45 (190 min). Therefore, the mean of the two durations is estimated to be 220 min. Resource-activity duration estimations are calculated in a similar fashion. Associated with our running example, Table 4 shows the temporal model including the resource-activity and role-activity durations that are assumed to be extracted from the complete event log $\mathcal{L}_{BPub}$, and the default activity durations that are assumed to be estimated by the process manager while designing the process.

The selection of the duration to be considered in the allocation for a resource $r$’s execution of an activity $a$ is defined by the resource-activity duration preference function.

**Definition 6 (Resource-Activity Duration Preference Function)** The resource-activity duration preference function $\pi : (\mathcal{L} \times R \times A) \rightarrow \mathbb{N}_0$ handles the preference among the resource-activity duration $\delta_r(\mathcal{L}, r, a)$, role-activity duration $\delta_l(\mathcal{L}, l, a)$, and default duration of an activity $\Delta(a)$. 

<table>
<thead>
<tr>
<th>event_id</th>
<th>trace_id</th>
<th>event_type</th>
<th>activity</th>
<th>resource</th>
<th>time stamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>e56</td>
<td>7</td>
<td>start</td>
<td>Receive Manuscript (RM)</td>
<td>Amy</td>
<td>2021-10-15T08:25</td>
</tr>
<tr>
<td>e57</td>
<td>6</td>
<td>start</td>
<td>Proofread Manuscript (PM)</td>
<td>Glen</td>
<td>2021-10-15T09:16</td>
</tr>
<tr>
<td>e59</td>
<td>7</td>
<td>end</td>
<td>Receive Manuscript (RM)</td>
<td>Amy</td>
<td>2021-10-15T09:21</td>
</tr>
<tr>
<td>e60</td>
<td>7</td>
<td>end</td>
<td>Proofread Manuscript (PM)</td>
<td>Drew</td>
<td>2021-10-15T12:45</td>
</tr>
<tr>
<td>e61</td>
<td>7</td>
<td>start</td>
<td>Revise Visual (RV)</td>
<td>Oliver</td>
<td>2021-10-15T12:55</td>
</tr>
<tr>
<td>e62</td>
<td>7</td>
<td>start</td>
<td>Revise Text (RT)</td>
<td>Drew</td>
<td>2021-10-15T13:07</td>
</tr>
<tr>
<td>e63</td>
<td>8</td>
<td>start</td>
<td>Receive Manuscript (RM)</td>
<td>Amy</td>
<td>2021-10-15T13:15</td>
</tr>
<tr>
<td>e64</td>
<td>6</td>
<td>end</td>
<td>Proofread Manuscript (PM)</td>
<td>Glen</td>
<td>2021-10-15T13:26</td>
</tr>
<tr>
<td>e65</td>
<td>6</td>
<td>start</td>
<td>Revise Text (RT)</td>
<td>Glen</td>
<td>2021-10-15T14:47</td>
</tr>
</tbody>
</table>

Table 3: The excerpt $\mathcal{L}_{BPub}$ of the event log $\mathcal{L}_{BPub}$ from the execution of the book publishing process in Figure 2 executed by resources defined in the RBAC model in Table 2.

<table>
<thead>
<tr>
<th>default activity durations</th>
<th>(Drew, Revise Text)</th>
<th>186</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receive Manuscript</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Proofread Manuscript</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>Revise Text</td>
<td>240</td>
<td></td>
</tr>
<tr>
<td>Revise Visual</td>
<td>240</td>
<td></td>
</tr>
<tr>
<td>Send Press Release</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>resource-activity durations</th>
<th>role-activity durations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Amy, Receive Manuscript)</td>
<td>(Publisher, Receive Manuscript)</td>
</tr>
<tr>
<td>(Drew, Proofread Manuscript)</td>
<td>(Copy Editor, Proofread Manuscript)</td>
</tr>
<tr>
<td>(Glen, Proofread Manuscript)</td>
<td>(Copy Editor, Revise Text)</td>
</tr>
<tr>
<td></td>
<td>(Graphic Artist, Revise Visual)</td>
</tr>
<tr>
<td></td>
<td>(Administrative Asst., Send Press Release)</td>
</tr>
</tbody>
</table>

Table 4: Default activity durations, resource-activity durations derived from the event log $\mathcal{L}_{BPub}$ and role-activity durations derived from the event log $\mathcal{L}_{BPub}$.
\[ \pi(L, r, a) = \begin{cases} 
\delta_r(L, r, a) & \text{if } \delta_r(L, r, a) \text{ is defined,} \\
\delta_l(L, l, a) & \text{if } \delta_r(L, r, a) \text{ is not defined and} \\
\Delta(a) & (r, l) \in S_{RL}, \\
\text{otherwise.} 
\end{cases} \]

\( \pi(L, r, a) \) returns the resource-activity duration if \( \delta_r(L, r, a) \) has a value for the given parameters \( L, r, \) and \( a. \) Otherwise, it returns the role-activity duration provided that \( \delta_l(L, l, a) \) has a value for the given parameters \( L, l, \) and \( a \) where there is an activity-to-role assignment \((r, l)\) in the RBAC model. When neither of the functions can be resolved, \( \pi(L, r, a) \) returns the default activity duration \( \Delta(a) \), i.e., the estimated duration by the process manager while designing the process.

**BPub Example 6.** \( \pi(L_{BPub}, Emily, PM) \) returns 208 time units since Emily has never executed *Proofread Manuscript* herself in the past (i.e., there is no resource-activity duration for \( (Emily, Proofread\ Manuscript) \) in Table 4), but there is a role-activity duration for \( (Copy\ Editor, Proofread\ Manuscript) \) where \( (Emily, Copy\ Editor) \in S_{RL} \).

### 2.4 Resource Allocation in Business Processes (RABP)

RABP aims at finding a feasible allocation consisting of a set of quadruples \( I \subseteq 2(R \times A \times U \times U) \) such that \((r_i, a_i, s_i, c_i) \in I \) where each activity \( a_i \in A \) is assigned a resource \( r_i \in R, \) a start time \( s_i \in U \) and a completion time \( c_i = s_i + \pi(L, r, a) \). It is assumed that each activity, once started, is planned to be completed without interruptions in the schedule (i.e. activities are non-preemptive). The following constraints (c.1-c.4) hold for RABP:

(c.1) Only one resource is allocated to each activity.
\[ \forall a_i \in A : |\{(r_i, a_i, s_i, c_i) \in I\}| = 1 \]

(c.2) Each activity has only one start time.
\[ \forall i_1, i_2 \in I : a_{i_1} = a_{i_2} \Rightarrow s_{i_1} = s_{i_2} \]

(c.3) The start time of any activity is greater than or equal to the completion time of its preceding activities.
\[ \forall i_1, i_2 \in I : s_{i_1} \Rightarrow a_{i_2} \Rightarrow s_{i_2} = c_{i_2} \]

(c.4) Same resource must not be allocated to any concurrent pair of activities that have overlapping execution periods.
\[ \forall i_1, i_2 \in I : (a_{i_1} \land a_{i_2} \subseteq \leq s_{i_1} < c_{i_2} \Rightarrow r_{i_1} \neq r_{i_2}) \]
\[ \forall i_1, i_2 \in I : (a_{i_1} \land a_{i_2} \subset c_{i_1} \leq c_{i_2} \Rightarrow r_{i_1} \neq r_{i_2}) \]
\[ \forall i_1, i_2 \in I : (a_{i_1} \land a_{i_2} > s_{i_1} \land a_{i_2} < c_{i_1} \Rightarrow r_{i_1} \neq r_{i_2}) \]

### 3 Baseline ASP Encoding of the Problem

Before we delve into the details of the encoding of RABP in ASP (Section 3.3), let us introduce fundamentals of ASP (Section 3.1) and some theoretical motivation of why RBAP is particularly suitable to be encoded and solved with ASP (Section 3.2).
3.1 Fundamentals of ASP

ASP [26] is a declarative (logic-programming-style) formalism for solving combinatorial search problems. An ASP program $P$ is a finite set of logic programming rules of the form

$$a_0 : - a_1, \ldots, a_m, \neg a_{m+1}, \ldots, \neg a_n.$$  

(1)

where $n \geq m \geq 0$ and each $a_i$ is a function-free first-order atom. The symbol “:-” is read as if: The left-hand side (e.g., $a_0$) is called the head of the rule and the right-hand side (e.g., $a_1, \ldots, a_m, \neg a_{m+1}, \ldots, \neg a_n$) is called the body of the rule. Semantically, if the body holds then the head is derived. When the body is empty, the symbol “:-” is dropped and the rule is called a fact (e.g., $a_0$). “not” is called negation as failure: $\neg a_i$ is derived from failure to derive $a_i$. In rule (1), if $a_1, \ldots, a_m$ are true and none of $\neg a_{m+1}, \ldots, \neg a_n$ can be proven to be true then $a_0$ must be true. When the head is empty in a rule, we call it a constraint. Constraints rule out models satisfying their body atoms, which eliminates unwanted solution candidates.

Whenever $a_i$ is a first-order predicate with variables within a rule $r$ of the form (1), this rule is considered a shortcut for its “grounding” $g(r)$ (i.e., the set of its instantiations obtained by replacing the variables with all possible constants occurring in $P$). Likewise, we denote by $g(P)$ the set of rules obtained from grounding all rules in $P$.

As a syntactic extension, the ASP Core-2 standard [27] allows set-like choice expressions of the form

$$x \leq \{a_1, \ldots, a_m\} \leq y : - a_{m+1}, \ldots, a_{k}, \neg a_{k+1}, \ldots, \neg a_l.$$  

that is, if the body holds then an arbitrary subset of $\{a_1, \ldots, a_m\}$ of minimum size of $x$ and maximum size of $y$ is derived.

Example 3.1. The following ASP program describes a simplified resource allocation setting for exemplifying the concepts in ASP. In this resource allocation setting, the activities have no behavioral relation (i.e., precedence and concurrency relations) in contrast to RABP:

```
resource(r1). resource(r2). resource(r3). 1
activity(a1;a2). 2
\leq (allocation(R,a) : resource(R)) \leq 1 3
:- activity(A). 4
:- allocation(r1,a2). 6
:- allocation(r2,a1). 7
```

Lines (1,2) are facts stating that r1, r2 and r3 are resources; and a1 and a2 are activities — “activity(a1;a2)” is a syntactic shortcut for “activity(a1), activity(a2).”. Line (3) is a choice expression that generates the allocation predicates. This line can be read as follows: for each activity $a \in \{a_1, a_2\}$, derive minimum 1 and maximum 1 (i.e., only one) allocation($r',a'$) where $a'$ is equal to $a$. 


and \( R \) is selected from the domain of the predicate resource (i.e., \( r' \in \{r_1,r_2,r_3\} \)).

Lines (4–6) are constraints. Line (4) omits the answers in which a resource is allocated to more than one activity. Line (5) prohibits the resource \( r_1 \) to be allocated to the activity \( a_2 \), and line (6) prohibits the resource \( r_2 \) to be allocated to the activity \( a_1 \). The three different answers (i.e., solutions) of this program are as follows:

- **A 1**: allocation(\( r_1, a_1 \)) allocation(\( r_2, a_2 \))
- **A 2**: allocation(\( r_3, a_1 \)) allocation(\( r_2, a_2 \))
- **A 3**: allocation(\( r_1, a_1 \)) allocation(\( r_3, a_2 \))

**Aggregates** [28] are arithmetic operations over a set of elements and they occur in aggregate atoms in rule bodies that have the form \(#aggr\{w_1 : a_1, ..., w_n : a_n\} \oplus v\), where \( w_i \) is the weight assigned to \( a_i \); the operation \( aggr \in \{"count", "sum", "min", "max"\} \); the comparison operator \( \oplus \in \{"<", "\leq", "="", "\neq", ">", "\geq"\} \); and \( v \) is a bound value. For instance, the aggregate \(#sum\{w_1 : a_1, ..., w_n : a_n\} \oplus v\) is interpreted as \(\text{true}\) if \(\sum_{i=1}^{n} w_i \oplus v\) holds, and \(\text{false}\) otherwise. In addition, an aggregate on the right-hand side of the assignment operator “=” may also be used for assigning the result obtained from the aggregate’s evaluated value to a variable.

**Example 3.2.** Following the Example 3.1, we add the following lines in our program for taking into account the execution times required for each resource to execute an activity.

\[
\begin{align*}
\text{execTime}(r_1, a_1, 10). & \quad \text{execTime}(r_1, a_2, 10). \\
\text{execTime}(r_2, a_1, 20). & \quad \text{execTime}(r_2, a_2, 20). \\
\text{execTime}(r_3, a_1, 30). & \quad \text{execTime}(r_3, a_2, 30). \\
\text{totalTime}(T) :- \quad T = \#\text{sum}(E, A : \text{allocation}(R, A), \text{execTime}(R, A, E)).
\end{align*}
\]

Lines (7–9) represent the execution times of activities by specific resources. For example, \(\text{execTime}(r_1, a_1, 10)\) means that the resource \( r_1 \) executes the activity \( a_1 \) in 10 min. Line (10) sums the total execution time of all activities with respect to the allocated resources. The program described in lines (1–10) returns the following three answers:

- **A 1**: allocation(\( r_1, a_1 \)) allocation(\( r_2, a_2 \)) \(\text{totalTime}(30)\)
- **A 2**: allocation(\( r_1, a_1 \)) allocation(\( r_3, a_2 \)) \(\text{totalTime}(40)\)
- **A 3**: allocation(\( r_3, a_1 \)) allocation(\( r_2, a_2 \)) \(\text{totalTime}(50)\)

**Weak constraints** [29] allow us to formalize optimization problems in an easy and natural way. In such problems we use weak constraints to indicate preferences between possible answer sets:

\(\sim a_1, ..., a_m. [w, t_1, ..., t_n]\)

where \( t_1, ..., t_n \) are terms (e.g., atoms), and \( w \) is a weight. The sum of weights \( w \) over all occurrences of weighted atoms that are satisfied by a stable model are therefore minimized.

**Example 3.3.** We add a weak constraint to our example as follows:

\(\sim \text{totalTime}(T). [T, T]\)
Line (11) asks the solver to minimize the variable $T$ of total\text{Time} in the answer. The program described in lines (1–11) returns the following optimum answer:

OPT: allocation(r1,a1) allocation(r2,a2) total\text{Time}(30)

Therefore, the optimum answer with the minimum value of the total\text{Time} variable $T$ is returned as an answer (cf. Example 3.2).

Sets of rules are evaluated in ASP under the stable-model semantics [6], which allows several models (so-called answer sets). The ASP systems typically first compute a $g(\Pi)$ via a grounder, and then use a Davis–Putnam–Logemann–Loveland-(DPLL)-like branch-and-bound algorithm to find answer sets for this ground program via a solver. There are various grounders and solvers for solving problems encoded in ASP [30]. They vary in terms of the meta-heuristics and extensions incorporated in their implementations. We refer to [26] and references therein for details.

3.2 Theoretical motivation: Why to solve RABP with ASP?

In order to motivate why the RABP problem as introduced in this paper is amenable to be solved with ASP, let us argue by comparing RABP to related problems from the literature.

A couple of scheduling-related benchmarks have been presented and executed in the earlier ASP competitions [11, 12]. The first entry is called disjunctive scheduling [12] and assumes generalized activity precedence relations (i.e., any activity can be preceded by any other activities without further limitations, such as those imposed in RABP due to the need of having well-formed business process structures), uniform activity durations (i.e., all activities have the same execution time), and an overall deadline to be met without additional resource-related constraints. The other related entry is called incremental scheduling [11] and addresses a problem with one renewable resource\(^4\) set, fixed activity durations (i.e., each activity has only one possible execution time) and deadlines imposed on activities. Unlike the problems involved in these two ASP competition entries, the RABP problem has different numbers of resource sets (i.e., roles), resource- and resource-set-specific time requirements and – as the overall optimization criterion – minimization of the total makespan.

Allocation of resources with starting times to the activities (i.e., RABP) is a far-from-trivial task with strong implications on the quality of the final allocation, and it is incredibly challenging from a computational perspective [31]. As for complexity, RABP with makespan optimization is NP-Hard: the Job Shop Scheduling Problem (JSSP), known to be NP-Complete for its variants with two or more machines [32], is polynomial-time reducible to a RABP problem. A JSSP instance can simply be translated into a RABP problem instance where (i) the tasks of different jobs that require the same machine would be represented as activities in concurrency relation, (ii) the order of tasks in jobs maps to precedence relations of activities, (iii) machines map to roles with only one resource, and (iv) task durations for specific machines are represented as default activity durations. Since we provide an encoding of RABP in ASP with weak

\(^4\) Renewable resources are available with a constant amount in each time period, e.g., human resources.
% selection of a makespan value
makespanDomain(U) :- upperBound(U).
makespanDomain(M1) :- makespanDomain(M), M1=M-1, M1>=0.
1<=(makespan(M) : makespanDomain(M))<=1.

% time domain generation from the makespan
time(0).
time(T1) :- time(T), T1=T+1, T1<=U, makespan(U).

% senior roles can execute activities of junior roles
alAC(A,L1) :- llAC(L1,L2), alAC(A,L2).

% resource-activity duration interval preference
defRAD(R,A,D) :- not raDuration(R,A,D), not laDuration(L,A,D),
               defActDuration(A,D), rlAC(R,L), alAC(A,L).

% (c.1)
1=< alloc(R,A,S,C) : time(S), time(C), defRAD(R,A,D), C=S+D <=1 : - activity(A).
% (c.2)
:- allocation(_,A,S1,_), allocation(_,A,S2,_), S1<S2.
% (c.3)
:- prec(A1,A2), allocation(_,A1,_,C1), allocation(_,A2,S2,_,), C1>S2.
% (c.4)
:- conc(A1,A2), allocation(R,A1,S1,_,), allocation(R,A2,S2,C2), S2<=S1, C2>S1, A1<A2.
:- conc(A1,A2), allocation(R,A1,S1,_,), allocation(R,A2,S2,C2), S2<C1, C1>=C2, A1<A2.
:- conc(A1,A2), allocation(R,A1,S1,C1), allocation(R,A2,S2,C2), S2>S1, C2<C1, A1<A2.

% minimization of the makespan
:- makespan(M), [M,M]

Fig. 3: ASP encoding for the RABP problem.

constraints, which captures the class of $\Delta^P_2$ that is typically used for computing optimal solutions among such NP-complete problems with a given upper bound $u$ to be minimized [33], we also show that RABP is in $\Delta^P_2$.

Moreover, ASP provides a simple and elegant representation to define and handle the preferences/priorities of resource-bound activity durations and also default activity durations in absence of complete information. For these reasons, therefore, the RABP problem seems to be an ideal candidate for benchmarking ASP systems supporting weak constraints.

### 3.3 ASP Encoding of RABP

Our encoding is shown in Figure 3. It encapsulates the formalization in Section 2.4 in a straightforward, declarative manner (i.e., no encoding “tricks” that optimize for a specific ASP grounder or solver have been applied).

**Input Format.** The input is divided into three groups of predicates as follows.
Process Model

<table>
<thead>
<tr>
<th>activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(rm; pm; rt; rv; spr)</td>
</tr>
<tr>
<td><strong>prec</strong></td>
</tr>
<tr>
<td>(rm,pm; rm,rt; rm,rv; rm,spr; pm,rt; pm,rv; pm,spr; rt,spr; rv,spr)</td>
</tr>
<tr>
<td><strong>conc</strong></td>
</tr>
<tr>
<td>(rt;rv; rt,rt)</td>
</tr>
</tbody>
</table>

Organizational Model

<table>
<thead>
<tr>
<th>alAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(rm,publ; pm,copyEd; rt,copyEd; rv,graphAr; spr,adAsst)</td>
</tr>
<tr>
<td><strong>rlAC</strong></td>
</tr>
<tr>
<td>(amy,publ; glen,copyEd; drew,copyEd; emily,copyEd; oliver,graphAr; evan,adAsst)</td>
</tr>
<tr>
<td><strong>llAC</strong></td>
</tr>
<tr>
<td>(publ,copyEd)</td>
</tr>
</tbody>
</table>

Temporal Model

<table>
<thead>
<tr>
<th>defActDuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>(rm,20; pm,180; rt,240; rv,240; spr,30)</td>
</tr>
<tr>
<td><strong>raDuration</strong></td>
</tr>
<tr>
<td>(amy,rm,40; drew,pm,247; glen,pm,182; drew,rt,186; glen,rt,150; oliver,rv,221; evan,spr,55)</td>
</tr>
<tr>
<td><strong>laDuration</strong></td>
</tr>
<tr>
<td>(publ,rm,45; copyEd,pm,208; copyEd,rt,171; graphAr,rv,221; adAsst,spr,55)</td>
</tr>
<tr>
<td><strong>upperBound</strong></td>
</tr>
<tr>
<td>(350)</td>
</tr>
</tbody>
</table>

Table 5: ASP encoding of the book publishing example described in Section 2.

Behavioral relations of activities in a business process $P$ as described in Section 2.1:

- activity($a$): $a$ is an activity in $P$;
- prec($a_1$, $a_2$): the activity $a_1$ precedes the activity $a_2$;
- conc($a_1$, $a_2$): the activity $a_1$ is concurrency with the activity $a_2$.

An RBAC organizational model $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$ as described in Section 2.2:

- alAC($a$, $l$): the resources with role $l$ can execute activity $a$ (i.e., $(a, l) \in S_{AL}$);
- rlAC($r$, $l$): resource $r$ has role $l$ (i.e., $(r, l) \in S_{RL}$);
- llAC($l_1$, $l_2$): the resources with role $l_1$ can execute the same activities as the resources with role $l_2$ (i.e., $(l_1, l_2) \in S_{LL}$).

A temporal model as described in Section 2.3:

- defActDuration($a$, $d$): the default duration of activity $a$ is estimated as $d$ (i.e., $\Delta(a) = d$);
OPT: allocation(amy,rm,0,40; amy,pm,40,220; glen,rt,282,432; oliver,rv,220,441; evan,spr,441,496)

Fig. 4: Optimal solution of the book publishing example in Section 2.

- \( raDuration(r, a, d) \): the duration of activity \( a \) is estimated as \( d \) when it is executed by resource \( r \) from \( \mathcal{L}_P \) (i.e., \( \delta_r(\mathcal{L}_P, r, a) = d \));
- \( laDuration(l, a, d) \): the duration of activity \( a \) is estimated as \( d \) when it is executed by a resource that has role \( l \) from \( \mathcal{L}_P \) (i.e., \( \delta_l(\mathcal{L}_P, l, a) = d \));
- \( upperBound(u) \): makespan is bounded at \( u \) time units.

The code reads as follows. Rules (12–14) select a makespan for the allocation. Rules (15, 16) generate the time domain from the selected makespan. Rule (17) propagates the permissions of activity executions of a junior role to a senior role (i.e., role-to-role RBAC relations). Rules (18–20) implement the resource-activity duration preference handling mechanism described in Definition 6. Rules (21), (22), (23), and (24–26) correspond to the constraints (c.1), (c.2), (c.3), and (c.4) described in Section 2.4, respectively. Finally, Rule (27) minimizes the makespan.

**Output Format.** For the allocation output we use the following predicate as described in Section 2.4:

- \( allocation(r, a, s, c) \): a resource \( r \) is allocated to activity \( a \) at the start time \( s \) until the completion time \( c \) (i.e., \( (r, a, s, c) \in I \)).

**BPub Example 7.** The book publishing example described in Section 2 (the process model from Figure 1 and Table 1, the organizational model from Table 2, and the temporal model from Table 4) is encoded in ASP as depicted in Table 5. Its optimal solution computed by an ASP system using the RABP encoding in Figure 3 is shown in Figure 4. The solution can be read as the following: Amy is allocated to Receive Manuscript at time 0 and it is planned in the resultant allocation that Amy takes 40 min to execute this activity. Then, Amy is allocated to Proofread Manuscript with a starting time of 40 min, and she takes 180 min to execute the activity, and so on.

### 4 Implementation of the ASP Systems Benchmark for RABP

The lack of datasets for benchmarking ASP systems for RABP, unlike other related scheduling domains [34, 35, 36], led us to design and implement a ready-to-use benchmark BRANCH that generates RABP problem instances and solves them via user-configured ASP Systems [37]. BRANCH is implemented in a user-friendly fashion with
Table 6: Parameters for generating one RABP problem instance.

<table>
<thead>
<tr>
<th></th>
<th>Petri net generator</th>
<th>RBAC generator</th>
<th>Temporal knowledge generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of activities</td>
<td>$n_A$</td>
<td>$n_R$</td>
<td>$n_L$</td>
</tr>
<tr>
<td>Degree of concurrency</td>
<td>$\psi_{conc}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper bound</td>
<td></td>
<td>$u$</td>
<td></td>
</tr>
<tr>
<td>Num. of resource-activity durations</td>
<td>$n_{d_{RA}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Num. of role-activity durations</td>
<td>$n_{d_{LA}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) (b) (c)

Fig. 5: Screenshots of the benchmark.

a simple User Interface (UI)\(^5\). Figure 5(a) shows the main menu of BRANCH. The functionalities provided within BRANCH are further described below.

**Problem (Multi-)Instance Generator:** This component involves a process model, an organizational model and a temporal knowledge generator, as depicted in Figure 5(c). An overview of required parameters for generating one RABP problem instance is summarized in Table 6. The inputs of the process model generator are the number of activities and the degree of concurrency of the generated process model. BRANCH uses the *stochastic Petri net* plug-in of the process mining tool ProM [38] for generating Petri nets. This plug-in performs a series of random structured insertions of control-flow constructs resulting in a random Petri net that is sound, free-choice and block-structured [39]. For example, Figure 6 shows three generated Petri nets with different degree of concurrency. After a Petri net is generated, the behavioral relations of its activities are derived for RABP. An organizational model is then generated using the RBAC model [2] by entering a number of resources and a number of roles that are necessary to create the model. The RBAC model consists of a resource set, a role set, activity-to-role

\(^5\) The UI is implemented via the Python appJar module.
Fig. 6: Three generated Petri nets with 6 activities.

assignment tuples specifying which activity can be executed by the resources associated with which role(s), and tuples of resource-to-role assignments identifying the roles of a resource. Finally, the temporal knowledge is generated given an upper bound for the execution of the process, resource-activity specific durations, and role-activity specific durations (apart from default activity durations). Users can generate multiple problem instances at once via the multi-instance generator. Each of the previously described numeric inputs are parameterized by three values (lower limit, mode, and upper limit). Therefore, their respective triangular random variables are sampled to generate multiple RABP instances.

**Problem Instance (resp. Benchmark) Viewer:** Generated problem instances (resp. benchmarks) are listed in a table including the parameters used for their generation. The user can also remove the instances.

**ASP System Component Configurator:** The components of the ASP systems are added by naming the component, its type and the executable path. We include the state-of-the-art ASP grounders GRINGO [13] and I-DLV [14]; and ASP solvers CLASP [15].
and WASP [16] in BRANCH for the sake of convenience of the benchmark user. These
grounders and solvers are selected mainly due to being among the top-performing tools
in the latest ASP Competitions [11, 30].

**Benchmark Configurator:** To set up a new benchmark instance the user can select
problem instances to include as well as add new ASP systems to be used by selecting
and customizing (e.g., adding command line options) grounder+solver configurations
with the UI shown in Figure 5(b). A custom problem encoding for RABP can also be
selected if desired and the execution details of the benchmark (e.g., time and memory
limitations) can be further constrained.

**Benchmark Executor:** The user can select one benchmark instance to execute. The
grounding and solving instances are dynamically listed in the monitored interface.

**Result Viewer:** The time and memory usage statistics of ASP grounders and solvers
can be exported in csv format. We also implemented box plots and cactus plots for an
easier interpretation of the benchmark results.

BRANCH follows the applicable basic principles of experimental design by pro-
viding (i) randomization via the multi-instance generator, and (ii) replication via the
benchmark configurator and benchmark executor.

The benchmark software, a video that screencasts the tool usage and a separate
tutorial document are available at https://urban.ai.wu.ac.at/~havur/
eswa2022/.

5 **BRANCH in Use**

As aforementioned, BRANCH is configurable in the sense that any ASP grounder
and ASP solver can be added and their optional parameters are textually given
for purposes like activating their meta-heuristics and ensuring the compatibility be-
tween grounders and solvers, when possible. We demonstrate the functionalities of
BRANCH via configuring four different ASP systems using out-of-the-box grounders
and solvers: GRINGO+CLASP (i.e., CLINGO [40]), GRINGO+WASP, I-DLV+CLASP,
and I-DLV+WASP (i.e., DLV 2.0 [41]). We use the most up-to-date versions of these
grounders and solvers: GRINGO 5.5.0, I-DLV 1.1.6, CLASP 3.3.6, WASP 2.0. These tools
are executed on their default meta-heuristic options (i.e., no extra parameter is given)
in this benchmark except for the combination of the grounder GRINGO and the solver
WASP. While configuring the ASP system GRINGO+WASP, we set the output format
of GRINGO to smodels [42] by simply adding "-o smodels" parameter for GRINGO
using the +Option button in Figure 5(b) because GRINGO’s default output format
asplf [43] is not compatible with WASP.

**Platform:** The benchmark has been run on an Ubuntu Linux server (64 bit), equipped
with a 16 Core 2.40 GHz Intel Xeon Processor and 128 GB RAM. Time and memory
for each run were limited to 2 h CPU clock time and 20 GB, respectively.

**Problem Instances:** We generated 70 problem instances using BRANCH’s instance
generator. The details of these instances are provided in Table 7. In the table, id is the
unique identifier of each instance, nA is the number of activities to which resources are
going to be allocated, ψconc is the degree of concurrency of the generated Petri net, nR
**Table 7: Properties of problem instances.**

<table>
<thead>
<tr>
<th>id</th>
<th>nA</th>
<th>δ</th>
<th>conc</th>
<th>nR</th>
<th>nL</th>
<th>SAT</th>
<th>u</th>
<th>id</th>
<th>nA</th>
<th>δ</th>
<th>conc</th>
<th>nR</th>
<th>nL</th>
<th>SAT</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>50</td>
<td>2</td>
<td>1</td>
<td>Y.es</td>
<td>90</td>
<td></td>
<td>24</td>
<td>16</td>
<td>30</td>
<td>16</td>
<td>4</td>
<td>Y.es</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>75</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>70</td>
<td></td>
<td>25</td>
<td>16</td>
<td>30</td>
<td>16</td>
<td>4</td>
<td>Y.es</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>100</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>105</td>
<td></td>
<td>26</td>
<td>16</td>
<td>90</td>
<td>16</td>
<td>4</td>
<td>Y.es</td>
<td>140</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>100</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>70</td>
<td></td>
<td>27</td>
<td>16</td>
<td>30</td>
<td>37</td>
<td>8</td>
<td>Y.es</td>
<td>65</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>90</td>
<td>2</td>
<td>1</td>
<td>Y.es</td>
<td>200</td>
<td></td>
<td>28</td>
<td>16</td>
<td>50</td>
<td>35</td>
<td>8</td>
<td>Y.es</td>
<td>75</td>
<td>51</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>75</td>
<td>29</td>
<td>16</td>
<td>75</td>
<td>35</td>
<td>8</td>
<td>Y.es</td>
<td>130</td>
<td>52</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>90</td>
<td>8</td>
<td>4</td>
<td>Y.es</td>
<td>175</td>
<td></td>
<td>30</td>
<td>16</td>
<td>90</td>
<td>34</td>
<td>8</td>
<td>Y.es</td>
<td>190</td>
<td>53</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>50</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>120</td>
<td></td>
<td>31</td>
<td>32</td>
<td>90</td>
<td>2</td>
<td>1</td>
<td>Y.es</td>
<td>330</td>
<td>54</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>90</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>185</td>
<td></td>
<td>32</td>
<td>32</td>
<td>95</td>
<td>2</td>
<td>1</td>
<td>Y.es</td>
<td>360</td>
<td>55</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>75</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>145</td>
<td></td>
<td>33</td>
<td>32</td>
<td>30</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>100</td>
<td>56</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>90</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>210</td>
<td></td>
<td>34</td>
<td>32</td>
<td>60</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>210</td>
<td>57</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>90</td>
<td>9</td>
<td>2</td>
<td>Y.es</td>
<td>205</td>
<td></td>
<td>35</td>
<td>32</td>
<td>75</td>
<td>4</td>
<td>8</td>
<td>Y.es</td>
<td>210</td>
<td>58</td>
</tr>
<tr>
<td>13</td>
<td>16</td>
<td>50</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>130</td>
<td></td>
<td>36</td>
<td>32</td>
<td>60</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>275</td>
<td>59</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>75</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>75</td>
<td></td>
<td>37</td>
<td>32</td>
<td>30</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>270</td>
<td>60</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>40</td>
<td>16</td>
<td>3</td>
<td>Y.es</td>
<td>85</td>
<td></td>
<td>38</td>
<td>32</td>
<td>85</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>270</td>
<td>61</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>40</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>75</td>
<td></td>
<td>39</td>
<td>32</td>
<td>85</td>
<td>4</td>
<td>1</td>
<td>Y.es</td>
<td>300</td>
<td>62</td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>90</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>210</td>
<td></td>
<td>41</td>
<td>32</td>
<td>90</td>
<td>8</td>
<td>4</td>
<td>Y.es</td>
<td>355</td>
<td>64</td>
</tr>
<tr>
<td>18</td>
<td>16</td>
<td>90</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>210</td>
<td></td>
<td>41</td>
<td>32</td>
<td>90</td>
<td>8</td>
<td>4</td>
<td>Y.es</td>
<td>355</td>
<td>64</td>
</tr>
<tr>
<td>19</td>
<td>16</td>
<td>75</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>115</td>
<td></td>
<td>42</td>
<td>32</td>
<td>90</td>
<td>8</td>
<td>4</td>
<td>Y.es</td>
<td>360</td>
<td>65</td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>90</td>
<td>16</td>
<td>8</td>
<td>Y.es</td>
<td>120</td>
<td></td>
<td>43</td>
<td>32</td>
<td>30</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>200</td>
<td>66</td>
</tr>
<tr>
<td>21</td>
<td>16</td>
<td>90</td>
<td>16</td>
<td>8</td>
<td>Y.es</td>
<td>165</td>
<td>44</td>
<td>32</td>
<td>75</td>
<td>16</td>
<td>8</td>
<td>Y.es</td>
<td>280</td>
<td>67</td>
<td>64</td>
</tr>
<tr>
<td>22</td>
<td>16</td>
<td>90</td>
<td>9</td>
<td>2</td>
<td>Y.es</td>
<td>200</td>
<td>45</td>
<td>32</td>
<td>90</td>
<td>8</td>
<td>2</td>
<td>Y.es</td>
<td>315</td>
<td>68</td>
<td>64</td>
</tr>
<tr>
<td>23</td>
<td>16</td>
<td>30</td>
<td>17</td>
<td>4</td>
<td>Y.es</td>
<td>75</td>
<td>46</td>
<td>32</td>
<td>50</td>
<td>16</td>
<td>8</td>
<td>Y.es</td>
<td>170</td>
<td>69</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>64</td>
<td>90</td>
<td>64</td>
<td>32</td>
<td>Y.es</td>
<td>620</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 8: Grounder statistics.**

<table>
<thead>
<tr>
<th>id</th>
<th>GRINGO</th>
<th>I-DLY</th>
<th>GRINGO</th>
<th>I-DLY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time</td>
<td>mem</td>
<td>time</td>
<td>mem</td>
</tr>
<tr>
<td></td>
<td>[s]</td>
<td>[s]</td>
<td>[s]</td>
<td>[s]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>id</th>
<th>GRINGO</th>
<th>I-DLY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time</td>
<td>mem</td>
</tr>
<tr>
<td></td>
<td>[s]</td>
<td>[s]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>id</th>
<th>CLASP (GRINGO) u</th>
<th>WASP (GRINGO) u</th>
<th>CLASP (I-DLV) cmax</th>
<th>WASP (I-DLV) cmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>315</td>
<td>279</td>
<td>69</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>73</td>
<td>58</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>105</td>
<td>720</td>
<td>1426</td>
<td>59</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>97</td>
<td>73</td>
<td>55</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>596</td>
<td>200</td>
<td>192</td>
</tr>
<tr>
<td>6</td>
<td>75</td>
<td>2047</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>7</td>
<td>175</td>
<td>3360</td>
<td>133</td>
<td>133</td>
</tr>
<tr>
<td>8</td>
<td>120</td>
<td>7912</td>
<td>98</td>
<td>101</td>
</tr>
<tr>
<td>9</td>
<td>85</td>
<td>5302</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>145</td>
<td>7146</td>
<td>12026</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>205</td>
<td>6646</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>130</td>
<td>10487</td>
<td>134</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>75</td>
<td>1785</td>
<td>3190</td>
<td>59</td>
</tr>
<tr>
<td>14</td>
<td>85</td>
<td>1135</td>
<td>951</td>
<td>64</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
<td>935</td>
<td>2985</td>
<td>56</td>
</tr>
<tr>
<td>16</td>
<td>190</td>
<td>5134</td>
<td>5547</td>
<td>144</td>
</tr>
<tr>
<td>17</td>
<td>210</td>
<td>10295</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>115</td>
<td>8690</td>
<td>109</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>200</td>
<td>4379</td>
<td>2067</td>
<td>92</td>
</tr>
<tr>
<td>20</td>
<td>165</td>
<td>1739</td>
<td>4026</td>
<td>124</td>
</tr>
<tr>
<td>21</td>
<td>200</td>
<td>11283</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>75</td>
<td>1766</td>
<td>3395</td>
<td>64</td>
</tr>
<tr>
<td>23</td>
<td>40</td>
<td>4329</td>
<td>4319</td>
<td>64</td>
</tr>
<tr>
<td>24</td>
<td>85</td>
<td>1785</td>
<td>3797</td>
<td>67</td>
</tr>
<tr>
<td>25</td>
<td>140</td>
<td>11780</td>
<td>133</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>65</td>
<td>1060</td>
<td>2995</td>
<td>48</td>
</tr>
<tr>
<td>27</td>
<td>75</td>
<td>1433</td>
<td>3664</td>
<td>56</td>
</tr>
<tr>
<td>28</td>
<td>130</td>
<td>12856</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>190</td>
<td>9359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>330</td>
<td>621</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>360</td>
<td>670</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>100</td>
<td>10537</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>210</td>
<td>635</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>210</td>
<td>5856</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>275</td>
<td>655</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>270</td>
<td>553</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>270</td>
<td>582</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>300</td>
<td>635</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>405</td>
<td>618</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>355</td>
<td>634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>360</td>
<td>466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>200</td>
<td>366</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>310</td>
<td>17891</td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>315</td>
<td>366</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>470</td>
<td>1741</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>470</td>
<td>340</td>
<td>594</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>480</td>
<td>1996</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>310</td>
<td>386</td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>360</td>
<td>391</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>145</td>
<td>356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>145</td>
<td>347</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>160</td>
<td>15506</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>330</td>
<td>414</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>380</td>
<td>397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>345</td>
<td>415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>350</td>
<td>369</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>235</td>
<td>6300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>360</td>
<td>384</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>290</td>
<td>352</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>310</td>
<td>399</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>150</td>
<td>357</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>317</td>
<td>394</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>340</td>
<td>412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>305</td>
<td>414</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>310</td>
<td>396</td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>295</td>
<td>416</td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>780</td>
<td>416</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>520</td>
<td>395</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>70</td>
<td>378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>1</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
is the number of resources, and $n_L$ is the number of roles. The $SAT$ column indicates if there exists a feasible solution for the problem instance in the given upper bound $u$.

We ran the benchmark and summarized the results in Tables 8 and 9. Table 8 shows the performance statistics of two grounders while grounding the problem instances. In the table, $time$ is the CPU time in seconds, $mem$ is the memory used in MB, and $g(\Pi)$ is the size of the ground program in MB. Table 9 presents the performance statistics of only the ASP solvers. CLASP(GRINGO) indicates the performance of the solver CLASP using the ground program from the grounder GRINGO. $c_{max}$ is the makespan (i.e., maximum of the activity completion times) computed by the system, which is minimized by the weak constraint. Within this column, bold and italic numbers are the confirmed optima cases; and other values are the instances for which a solution is found but the solution is not proven to be the optimal one (e.g., when the time or the memory limit is reached). For both tables “-” within the $time$ column means “out-of-time” and “-” within the $mem$ column means “out-of-memory”.

The box plots in Figure 7 visually summarize Tables 8 and 9. We logarithmically scaled the $y$-axis of the plots for the sake of readability. 90% of the samples are in between the upper and lower whiskers. The solid green line represents the median, and the dashed green line represents the mean of the sample. Figure 7(a) and Figure 7(b)
compare the CPU execution times of grounders and solvers. Figure 7(c) and Figure 7(d) compare the memory usage of grounders and solvers. Figure 7(e) reports on the ground program sizes of the instances. By looking at Figure 7(a) and Figure 7(c), we find out that I-DLV grounds the problem instances much faster than GRINGO, although it has a larger memory footprint. The program rewriting (i.e., intelligent projections) feature of I-DLV is a vital optimization for this problem as the ground programs that are generated by I-DLV are much smaller than those generated by GRINGO (cf. Table 8 and Figure 7(e)).

The cactus plots in Figure 8 separately compare the grounder and solver performances. Less steep curves (cf. Figure 8(b)) and smaller memory footprint (cf. Figure 7(d)) of CLASP(GRINGO) and CLASP(I-DLV) – in comparison to those of WASP(GRINGO) and WASP(I-DLV) – illustrate that the ASP solver CLASP performs better than WASP. To address the makespan minimization, both solvers contain several solving methods: model-guided methods aim to produce models with descending costs, and core-guided methods identify and relax unsatisfiable cores until a model is found [15, 16]. In the default setting, CLASP uses its branch-and-bound algorithm [44], while WASP utilizes a core-guided algorithm [45]. Results suggest that both solvers behave non-optimally, mainly because the given ASP encoding for the RABP problem is rather tailored towards a declarative and readable set of rules than for a performance gain of particular underlying solver techniques. Therefore, we see room for improvement not only in solver techniques but also in bespoke problem encoding optimizations, as they have been successfully applied to other ASP benchmark problems in the past [11].

Overall, I-DLV+CLASP completes 41 instances within the given time and memory constraints whereas I-DLV+WASP, GRINGO+CLASP, and GRINGO+WASP complete 40, 16, and 15 instances, respectively. This result shows that I-DLV+CLASP is the most performant ASP system of our baseline benchmark for RABP.

6 Limitations

The RABP problem is characterized by the essential ideas behind designing and managing business processes and organizational models [46, 47, 1]. Problems similar to RABP have been widely acknowledged in research areas other than Logic Programming (LP), such as Constraint Programming (CP), Machine Learning (ML) and Operations Research (OR) [48, 31]. The survey conducted in [49] presents that automatic resource allocation in business processes has a wide variety of implementations encompassing a subset of capabilities for:

- allocation mode (one resource to one activity, one resource to many activities, many resources to one activity, and many resources to many activities),
- optimization goal (finding best-fitting resource, makespan minimization, cost minimization, balancing workload among the resources, etc.),
- resource taxonomies and attributes (previous performance, workload, role, expertise, etc.), and
- type of evaluation (simulation experiments, experiments with real-world data, case study, etc.).
This survey also shows the statistics of the studies that focus on these capabilities. To find the right balance in the complexity of the problem definition and to keep the focus on the ASP system benchmark BRANCH, we implemented the most studied capabilities: allocation of one resource to one activity, finding best-fitting resource, makespan minimization, role-based resource taxonomy (i.e., RBAC model), and performance-based resource attributes (resource- and role-based resource-activity durations) as described in Section 2. In our previous work, we also addressed resource allocation with extended capabilities, namely, a Petri net firing semantics-based resource allocation [9] that simulates the behavior of the Petri net, and an extended encoding that includes further requirements [10], such as allocation of many resources to one activity, allocation of non-human resources, expertise levels of resources, and cost minimization. Such capabilities could also be included in BRANCH with a reasonable degree of effort, provided that ASP encodings are already available.

Figure 9 depicts the BPMN model of the book publishing process including decision points. The main difference between the running example model in Figure 1 and this model is that, in this process model, after proofreading the manuscript, if changes are required the modifications suggested must be applied on text and figures. This review-and-improvement loop is repeated until there are no more changes to apply. In real-world scenarios, such decision points are crucial for describing the processes. However, this kind of uncertainty in the execution time of processes causally divides the search space for RABP (i.e., the complete set of activities to execute RABP cannot be known before execution). To address this issue, first, a decision-node-free process fragment (i.e., partial-run) needs to be generated under a number of assumptions on these decision nodes. For example, given the book publishing process including the two decision points in Figure 9, when it is assumed that changes required at the first decision node (the branch labeled with yes) is taken, and no more changes are required at the second decision node (the branch labeled with no) is taken, the decision-node-free process fragment in Figure 1 is generated. In case an assumption does not hold at run time, a new decision-node-free process fragment (only from the decision point onward) is generated, and a new RABP instance is triggered (i.e., resource reallocation). Our previous work investigated the most effective and robust way of generating decision-node-free process fragments from process models with decision nodes for RABP [50]. As RABP cannot be performed when there is a decision node in the process, we omit the decision nodes in the formalization of RABP in Section 2, and also in the problem instance generator in Section 4.
7 Conclusions

We have formalized the RABP problem and provided a new benchmark for ASP systems. The results of the illustrative benchmark run show that RABP is a challenging problem for the ASP systems that are among the most performant in the previous ASP Competitions [11, 30]. This application-oriented benchmark would be beneficial to the ASP community by helping assess advances in the formalism (e.g., the ease of encoding – i.e., the compactness, readability, modularity and maintainability of the problem encoding) and the computational performance of the solvers; and further, encourage the BPM community to integrate and test RABP in the process execution environments.

Future work will involve optimizing the ASP encoding of RABP to improve its computational efficiency to operate in large-scale real-world scenarios. It is also on our agenda to extend BRANCH towards more flexible grounding and solving paradigms such as multi-shot ASP solving [51] (e.g., to support the use of an incremental encoding of RABP) and formalisms other than ASP. Moreover, devising an interface to existing BPMSs from BRANCH might prove useful in building and deploying tailored solutions for resource allocation needs in BPM.
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Abstract. Complex technical systems, industrial systems or infrastructure systems are rich of customizable features and raise high demands on quality and safety-critical aspects. To create complete, valid and reliable planning and customization process data for a product deployment, an overarching engineering process is crucial for the successful completion of a project. In this paper, we introduce a framework for process management in complex engineering projects which are subject to a large amount of constraints and make use of heterogeneous data sources. In addition, we propose solutions for the framework components and describe a proof-of-concept implementation of the framework as an extension of a well-known BPMS.
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1 Introduction

Deployments of technical infrastructure products are a crucial part in the value-creation chain of production systems for large-scale infrastructure providers. Examples of a large-scale, complex engineering process in a distributed and heterogeneous environment are the construction of a railway system comprising electronic interlocking systems, European train control systems, operator terminals, railroad crossing systems, etc.; all of the systems are available in different versions using a variety of technologies. It is often necessary to offer, customize, integrate, and deliver a subset of these components for a particular customer project, e.g. the equipment of several train stations with an electronic switching unit in combination with a train control system based on radio communication for a local railway company. Configurators are engineering tools for planning and customizing a product. Each subsystem comes with its own, specialized engineering and verification tools. Therefore, configuring and combining these subsystem data to a coherent and consistent system has to follow a complex, collaborative process.

A challenge is the management and monitoring of such complex, yet mostly informally described, engineering processes that involve loosely integrated components,

* This work is funded by the Austrian Research Promotion Agency (FFG) under grant 845638 (SHAPE): http://ai.wu.ac.at/shape-project/
configurators and software systems [23]. Nowadays, many of the steps required (e.g. resource scheduling, document generation, compliance checking) tend to be done manually, which is error-prone and leads to high process execution times, hence potentially affecting costs in a negative way.

In this paper, we explore this domain and present a framework for process management in complex engineering processes that includes the formalization of human-centric process models, the integration of heterogeneous data sources, rule enforcement and compliance checking automation, and adaptability, among others. The framework has been defined from an industry scenario from the railway automation domain. Furthermore, we describe solutions to support the functionalities required by every framework component as well as a proof-of-concept implementation of the framework that can be integrated with an existing Business Process Management System (BPMS). The goal is to help to develop ICT support for more rigorous and verifiable process management.

The rest of the paper is organized as follows. Section 2 delves into the problem and derives system requirements. Section 3 presents the framework and solutions for its components. Section 4 describes a proof-of-concept implementation. Section 5 summarizes related work. Finally, Section 6 draws conclusions from this work and outlines ideas for future extensions.

2 Motivation

In the following, we describe an industry scenario that exemplifies the characteristics of complex engineering processes and define a set of system requirements for the challenges identified in it.

2.1 Industry Scenario

Activities to create complete, valid and reliable planning, and customization process data for a product deployment are part of an overarching engineering process that is of crucial importance for the success of a project in a distributed, heterogeneous environment. Fig. 1 depicts a generic engineering process for building a new infrastructure system in the railway automation domain modeled with Business Process Model and Notation (BPMN) [34].

The engineering process itself is represented in the pool Railway automation unit and comprises the building and testing of the system. The pool Resource planning unit as well as the activities depicted in gray represent a meta-process comprising scheduling activities that are performed in the background in order to enable the completion of the engineering process in compliance with a set of restrictions (temporal and logistics, among others) while making an appropriate use of the resources available. Resource allocation is of great importance to large-scale engineering processes in which a large variety of different resources, ranging from laboratories and specific hardware to engineers responsible for the correct execution of the process, are involved and unexpected situations may have critical consequences (e.g., delays resulting in unplanned higher costs).
Hence, the first step consists of scheduling the building of the system. Building the system is, in turn, a process composed of several activities (potentially operating on different levels of abstraction) each involving a large variety of different resources, data sources, and data formats used. Specifically, the customer provides input data in form of, e.g., XML documents representing railway topology plans, signal and route tables, etc., which are used by the engineers to configure the product. Typically, several configuration tools are involved in that process too, complemented by version control and documentation activities. The result is a set of data of various kinds and formats (i.e., XML, JSON, and alike) such as bill of material (BOM), assembly plans, software configuration parameters, and all other documents and information required for the testing, integration, and installation of the system. Additionally, we map all gathered data to a common extendable RDF model in order to make use of standard data integration and processing strategies from the Semantic Web (e.g., OWL, SPARQL, SHACL, etc.). The engineering project manager orchestrates and monitors these engineering tasks. Besides, further data is generated during the execution of the subprocess Engineer system in the form of, e.g., emails exchanged between the process participants.

Once the system is built, it must be tested before it is released for its use. That procedure takes place in laboratories and comprises two phases: the test setup and run phases. Like before, it is necessary to schedule these activities taking into consideration the setting and all the restrictions for the execution of the activities. The setting is the following: there are several space units distributed into two laboratories and several units of different types of hardware for conducting the testing. The employees of the organization involved in these activities are specialized in the execution of specific testing
phases for specific types of systems, i.e. there may be an engineer who can perform the setup for a system $S_1$ and the test execution for a system $S_2$, another engineer who cannot be involved in the testing of system $S_1$ but can perform the two activities for the system $S_2$, and so on. As for the restrictions, they are as follows: each task involved in these two phases requires a specific set of resources for its completion. In particular, the setup tasks usually require one employee working on one unit of a specific type of hardware in a laboratory, and the run activity usually requires several employees for its execution. Besides, a test can only be executed if the whole setup takes place in the same laboratory. In addition, for the scheduling it is necessary to take into account that other instances of the same or different processes might be under execution at the same time and they might share resources.

The setup and the run test activities will then be executed according to the plan. Similar to the engineering step, data comprising the results of the tests, emails, Version Control System (VCS) file updates and the like, is generated during the testing steps. Railway projects also generate other types of data which play a role in the running system, e.g., cut plans, signals form the tracks, actual user data of the system, etc. The latter can be useful when it comes to monitoring safety-critical processes during their execution. Given the great number of software tools involved in the process, our scenario focuses more on the software engineering aspect of the railway domain. Hence, we use VCS logs to track the evolution of the artifacts that are produced during such software engineering process. Nevertheless, it can be extended towards all kinds of artifacts that are stored in VCSs, such as the different versions of outputs from engineering tools.

When the testing of the system is finished, a final report is written and archived with the information generated containing the description of the test cases, test data, test results, and the outline of the findings. Responsible for the final version of this report is the testing project manager. Finally, the engineering project manager deploys a complete and tested version of the engineering system and the integration team takes over the installation of the product.

Note that unexpected situations may cause delays in the completion of any of the activities involved in the engineering process. It is important to detect such delays as soon as possible in order to properly schedule the use of resources and figure out when the process can be finished under the new circumstances. Therefore, rescheduling may be required at any point, involving all the aforementioned restrictions and possibly new ones.

2.2 Challenges and Technical Requirements

A number of issues are involved in the industry scenario previously described when it comes to automating its execution. From the analysis of the process description, the following challenges have been identified:

Challenge 1: Integrated description of processes, constraints, resources and data. Operating with processes like the one described before implies taking not only the order of execution of the process activities and behavioural constraints typically enforced in the process model into consideration, but also information related to other business processes perspectives, such as resources and data requirements, as well as regulations affecting, e.g., the use of these. Several formal languages are at hand for describing
a challenge is to define all them in an integrated manner with a model that provides rich querying capabilities to support analysis automation, status monitoring or respectively, the verification of constraints and consistency.

Therefore, a system for automating processes like the engineering process would require an integrated semantic model to describe and monitor processes, resources, constraints and data (RQ1).

**Challenge 2: Integration and monitoring of structured and unstructured data.** To a high degree, engineering steps are the input for state changes of the process, often only visible as manipulation of data. Hence, a engineering process must also incorporate these data smoothly for monitoring control flow, version updates, data storage, and email notification. To this end, various types of systems have to be integrated including their structured (e.g., logs from tools, or databases) and unstructured data (e.g., by mail traffic, or ticketing systems). Up until now, these data are hardly integrated and are monitored mostly manually.

Therefore, techniques to gather relevant information from unstructured or semi-structured data sources, such as emails, VCS repositories and data from tools, and transform them into understandable data structures must be put in place, i.e. a system for automating processes like the engineering process would require mechanisms to detect and extract structured from unstructured process data (RQ2).

**Challenge 3: Documentation of safety-critical, human and data aspects and compliance checking.** Engineering projects have time-critical phases typically prone to sloppy documentation and reduced quality of results. Many of the process steps are required to be documented in prescribed ways by standards and regulations (e.g. SIL [6]). Considerable amount of time is spent in the manual documentation of process steps as well as in the integration of the documentation of separate modules for generating final reports. Furthermore, in such safety-critical environments the use of resources must be optimized and rules must be enforced and their fulfillment ensured. For instance, in our industry scenario we can observe a typical series of data management steps, including: check in a new version of a data file, inform the subsequent data engineer, confirm and document this step in the process engine, etc. The latter two steps could be done automatically once the process engine has detected the check-in into the VCS. This automation would also lead to a significant decrease of the overall execution time as well as a potential reduction in the number errors typically caused by human mistakes.

Therefore, a system for automating processes like the engineering process would require a method for flexible document generation (RQ3) as well as reasoning mechanisms (RQ4) and monitoring capabilities (RQ5) for automating resource allocation and compliance checking.

**Challenge 4: Be ready for changes.** Despite engineering process definitions are quite stable and might remain unchanged for a long time, an automatic monitoring and a thorough analysis of process models and executions may lead to the discovery of potential improvement points to make processes simpler and less error-prone. Similarly, changes in the schedule of activities and resources can be necessary at any time due to a number of reasons including delays or unexpected unavailability of resources, among others. Currently, all these adaptations require manual work and are prone to errors.
Consequently, methods to detect and deal with changes must be put in place. This might include the monitoring of process executions and the analysis of the generated execution data (e.g. with process mining techniques) to anticipate delays as well as the need of having available mechanisms capable of reallocating the resources according to changeable requirements and circumstances. Therefore, besides requirements RQ4 and RQ5, a system for automating processes like the engineering process would also require adaptation procedures to react to changing conditions (RQ6).

**Challenge 5: Acceptance and human factors.** The overall process management needs to be set up in a non-obtrusive way, such that engineers executing the processes find it useful and easy to use. This is a specific challenge in safety-critical systems, which are developed with a tight timeline. It calls for a design that integrates existing tools and working styles instead of introducing new systems.

Therefore, the automation of processes like the engineering process would require an integrated system (RQ7) that provides all the functionality, which involves general features of a BPMS (e.g. process modeling and execution) extended to support the demands of safety-critical, human- and data-centric processes as described in our industry scenario.

### 3 Framework

We have designed a framework that provides the support required to address the challenges identified in complex engineering processes. It consists of a data model and five functional modules that interact with a BPMS, as depicted in Fig. 2 using the Fundamental Modeling Concepts (FMC) notation.

In order to support RQ1, a semantic model encompassing the various types of domain data that must be represented and manipulated must be defined. Hence, this model stores all static and dynamic data used by the BPMS and by the functional components. Specifically, these data include: process models and their instances, organizational data related to human resources, infrastructure data related to non-human resources, and constraints derived from regulations and norms (e.g. SIL) as well as further requirements related to the utilization of resources. The semantic model implicitly operates as a communication channel between the BPMS and all the functional modules and hence, all of them must have read&write access to the model.

Typical functionality of a BPMS include modeling and executing processes. Information about process instances is usually stored in event logs generally including, among others, temporal and resource information related to the execution of the process activities [45]. In addition to that structured information, as described in Section 2.1, several kinds of unstructured and semistructured data are generated during the execution of complex engineering processes, e.g. emails, VCS files and reports. All the data produced during process execution must be analyzed in order to detect anomalies (e.g., deviations from the expected behavior).

The Process Miner component of our framework tries to discover as much data relevant to the current state of a process execution as possible, performs the transformations required as specified by RQ2, and communicates the information extracted to the

---

**Fig. 2: Proposed framework for process management in complex engineering projects**

*Process Monitor (RQ5)* periodically under request. In case the *Process Monitor* reveals a discrepancy between process instance data and the data discovered by the process miner (e.g., a delay), it informs the *Process Adapter* about the discrepancy. The *Process Adapter* analyzes the deviation and responds by proposing an adaptation solution to the BPMS in order to put the process back into a coherent and consistent state, as specified in *RQ6*. The adaptation may consist of small changes that can be performed directly on the BPMS side or, on the contrary, of complex recovery actions that may require reasoning functionalities. In the latter case, the *Reasoner* comes into play by, e.g., doing a new activity or resource scheduling according to the new domain conditions. Therefore, the *Reasoner* can be seen as a supportive component that helps the BPMS with typical activities, such as the scheduling of process activities, and the allocation of resources to those activities in accordance with resource constraints and regulations defined in the semantic model. This covers *RQ4*.

Finally, the *Document Generator* of the framework provides support for *RQ3* by helping to fill out the documents that must be generated as output of process activities. As mentioned before, this automation is expected to decrease reporting errors, especially in documents related to auditing.

The design of the framework as an extension of the functionality present in existing BPMSs attends to *RQ7* and hence, it intends to increase the acceptance by users familiar with Business Process Management (BPM).

In the following, we describe our solution for the implementation of the functionality provided by the most domain specific components of the framework.

\[\text{101}\]
3.1 Semantic Model

Aiming at automation, we believe that Semantic Web technologies provide the most appropriate means for (i) integrating and representing domain-specific (heterogeneous) knowledge in a consistent and coherent format, and (ii) querying and processing integrated knowledge.

Therefore, following the METHONTOLOGY approach [32], we have developed an engineering domain ontology [9] that integrated three different domains of interest relevant for our approach, namely: (i) engineering domain and organizational (i.e. resource-related) knowledge; (ii) business processes; and (iii) regulations and policies [41].

Representing Infrastructural & Organizational Knowledge  One of the first steps for developing an ontology according to the METHONTOLOGY approach involves the definition of an Ontology Requirements Specification Document [43]. In order to address the requirements gathered throughout that process we decided to adopt parts of the organizational meta model described in [37] and enriched it with concepts for modeling teams [12] (cf. Fig. 3) for representing infrastructural & organizational knowledge. Using these two meta models presents an advantage. Specifically, the organizational meta model described in [37] has been used to design a language for defining resource assignment conditions in process models called Resource Assignment Language (RAL) [11]. As was shown in [14], that language can be seamlessly integrated in existing process modeling notations, such as BPMN, thus enriching the process models with expressive resource assignments that cover a variety of needs described by the creation patterns of the well-known workflow resource patterns [37]. Furthermore, a graphical notation was later designed with the same expressive power as RAL in order to help the modeler to define resource assignments in process models [10]. The meta model for teamwork assignment was also considered to develop an extension of RAL called RALTeam [12], which, however, lacks a graphical notation so far. Therefore, if support for these expressive notations were introduced in the BPMS, the ontology would support them at the same time as it supports less expressive means of assigning resources to process activities (e.g. based on organizational positions).

Representing Business Processes  Driven by the requirements of our resource allocation approach (cf. Section 3.2), we decided to transform BPMN models into timed Petri nets [55] as an intermediary format for reasoning tasks (e.g., scheduling [28]) by using the transformation proposed in [20, 19], and store these Petri nets in our ontology. Note that the user only interacts with the BPMN model while using the system as we use the timed Petri net representation internally. There are several reasons for using Petri nets for process modeling [47], namely:

- **Clear and precise definition:** Semantics of the classical Petri net is defined formally.
- **Expressiveness:** The primitives needed to model a business process (e.g. routing constructs, choices, etc.) are supported.
- **Tool-independent:** Petri nets have mappings to/from different business modelling standards [31]. Moreover, this immunizes our ontology from changes in business modeling standards.
For modeling Petri nets themselves we adopted selected concepts of the Petri Net Markup Language (PNML) [52] and represented them in terms of an RDFS ontology (cf. Fig. 4).

**Extracting and Specifying Compliance Rules** One of the most important aspects of dealing with safety-critical human- and data-centric processes is providing means for proving that business processes comply with relevant guidelines such as domain-specific norms and regulations, or workflow patterns. As illustrated in Fig. 5 and described in [33], establishing proper compliance checking functionalities typically requires to extract and interpret a set of Compliance Objectives from respective Compliance Requirements first, before those objectives are specified in terms of Compliance Rules/Constraints using an appropriate specification language (i.e. a language capable of representing all types of compliance rules/constraints relevant for the respective domain of interest). Specified compliance rules and constraints are then subsequently used by a monitoring/compliance checking engine for verifying correct and valid execution of business processes w.r.t. previously defined rules.

1. **Identifying Compliance Objectives:** Organizations have to deal with an increasing number of norms and regulations that stem from various compliance sources, such normative laws and requirements. In the railway domain processes have to be compliant with specific European Norms (i.e. 50126, 50128, and 50129). For example, EN50126 defines guidelines for managing Reliability, Availability, Maintainability, and Safety (RAMS) of safety-critical business processes, where we extracted objectives, requirements, deliverables, and validation activities defined in all phases of the RAMS lifecycle [24, 40].
Fig. 4: Ontology for representing processes and process instances.

Fig. 5: General approach for business process compliance monitoring [33].

2. Representing Compliance Rules and Constraints: Since all process relevant data are stored in RDF, we plan to utilize recent advancements in the area of constraint checking for RDF, i.e. the Shapes Constraint Language (SHACL) [30] for representing and validating identified compliance objectives. Since constraints expressed in SHACL are internally mapped to corresponding SPARQL queries, we can further complement our own compliance constraints with already existing approaches for compliance checking using SPARQL such as [4]. Compliance constraints expressed in SHACL are tightly integrated with the underlying ontology and can be validated during both design time and runtime².

3.2 Reasoner

The reasoner module supports our framework on top of the engineering domain ontology in two folds: (i) by performing automated resource allocation described in the declarative

² For a more detailed introduction on utilizing SHACL for defining custom constraints, we refer the interested reader to [30].
formalism Answer Set Programming (ASP) [25], and (ii) by querying the ontology for compliance checking. We also looked at other declarative programming paradigms (e.g., CLP(FD)), and our initial findings confirm the advantages of using ASP [7, 21]. Some of these advantages are as follows:

- Compact, declarative and intuitive problem encoding
- Rapid prototyping and easy maintenance (e.g., no need to define heuristics)
- Complex reasoning modes (e.g., weight optimization)
- Ability to model effectively incomplete specifications
- Efficient solvers (e.g., clingo)

In the literature, ASP is preferable when the size of the problem does not explode the grounding of the program [21, 1]. We show that our resource allocation encoding in ASP is applicable to the problems of business processes at a real-world scale [28].

Resource Allocation

Resource allocation aims at scheduling activities of a business process and properly distributing available resources among scheduled activities. We address the problem of allocating the resources available to the activities in the running process instances in a time optimal way, i.e. process instances are completed in the minimum amount of time. Therefore, our resource allocation technique makes business process executions effective and efficient.

We encode the resource allocation problem in Answer Set Programming (ASP) [25], a declarative (logic programming style) paradigm. Its expressive representation language, efficient solvers, and ease of use facilitate implementation of combinatorial search and optimization problems (primarily NP-hard) such as resource allocation. Therefore, modifying, refining, and extending our resource allocation encoding is uncomplicated due to the strong declarative aspect of ASP. We use the ASP solver clasp [25] for our purpose as it has proved to be one of the most efficient implementations available [15]. Another complex reasoning extension supported in clasp are weight optimization statements [25] to indicate preferences between possible answer sets.

Resources are defined in the engineering domain ontology (the organizational data and the infrastructure data) where they are characterized by a type and can have one or more attributes. In particular, any resource type (e.g., org:Person in Fig. 3) is a subclass of org:Agent. The attributes are all of type rdf:Property. The organizational data consists of human resources, their attributes (e.g. their name, role(s), experience level, etc.) and current availabilities stored in the ontology. In the same fashion, infrastructure data represents material resources (i.e. tools, machines, rooms) and their availabilities. Resource allocation considers resources to be discrete and cumulative. Discrete resources are either fully available or fully busy/occupied. This applies to many types of resources, e.g. people, software or hardware. However, for certain types of infrastructure, availability can be partial at a specific point in time. For instance, a room’s occupancy changes over time. Such a cumulative resource is hence characterized by its dynamic attribute (available space in the room) and it can be allocated to more than one activity at a time. Any statement in our ontology can be easily incorporated as the input of our problem
encoding [22]. The following example shows an excerpt of organizational data in the ontology and its equivalent in ASP.

```sparql
# Organizational data
:glen a org:Person; foaf:name "Glen";
   org:occupies testeng.
:testeng a org:Position; foaf:name "Test Engineer";
   org:participatesIn labmng.
:labmng a org:Role; foaf:name "Lab Management".

% Equivalent ASP encoding
person(glen). name(glen,"Glen").
occupies(glen,testeng).
position(testeng). name(testeng,"Test Engineer").
participatesIn(testeng,labmng).
role(labmng). name(labmng,"Lab Management").
```

There are two main operations under resource allocation: Allocation of resources and re-allocation of resources as adaptation.

Allocation of resources deals with the assignment of resources and time intervals to the execution of process activities. It can be seen as a two-step definition of restrictions. First, the so-called resource assignments must be defined, i.e., the restrictions that determine which resources can be involved in the activities [11] according to their properties. The outcome of resource assignment is one or more resource sets with the set of resources that can be potentially allocated to an activity at run time. The second step assigns cardinality to the resource sets such that different settings can be described.

As mentioned in Section 3.1, there exist languages for assigning resource sets to process activities [11, 46, 42, 13]. However, cardinality is generally disregarded under the assumption that only one resource will be allocated to each process activity. This is a limitation of current BPMS, which we overcome in our proposed framework.

The main temporal aspect is determined by the expected duration of the activities. The duration can be predefined according to the type of activity or calculated from previous executions, usually taking the average duration as reference. This information can be included in the executable process model as a property of an activity (e.g. with BPMN [34]) or can be modelled externally. As for the variable activity durations depending of the resource allocation, three specificity levels can be distinguished:

- **Role-based duration**, i.e., a triple \((activity, role, duration)\) stating the (minimum/average) amount of time that it takes to the resources within a specific resource set (i.e., cardinality is disregarded) to execute instances of a certain activity.

- **Resource-based duration**, i.e., a triple \((activity, resource, duration)\) stating the (minimum/average) amount of time that it takes to a concrete resource to execute instances of a certain activity.

- **Aggregation-based duration**, i.e., a triple \((activity, group, duration)\) stating the (minimum/average) amount of time that it takes to a specific group to execute instances of a certain activity. In this paper, we use \(group\) to refer to a set of human resources that work together in the completion of a work item, i.e., cardinality is considered. Therefore, a \(group\) might be composed of resources from different roles.
which may not necessarily share a specific role-based duration. An aggregation function must be implemented in order to derive the most appropriate duration for an activity when a group is allocated to it. The definition of that function is up to the organization.

Given (i) a process model and its instance data; (ii) organizational and infrastructure data; (iii) resource requirements, i.e. the characteristics of the resources that are involved in each activity to be allocated (e.g. roles or skills); (iv) temporal requirements; and (v) regulations such as access-control constraints [11], i.e. *separation of duties (SoD)* and *binding of duties (BoD)*, the ASP solver finds an optimal allocation. The aforementioned functionalities and the entire associated ASP encoding are detailed in [26].

While executing the process instance, changes may be introduced to input used for allocation. For instance, organizational data may change in case of absence, regulations may be modified or simply execution of activities may delay. In some cases, such a change in the ontology directly affects a running process instance, and therefore, the process monitor informs the process adapter. The process adapter may decide that the allocation should be performed again. *Adaptive re-allocation* is a key functionality in this scenario and it is indispensable for safety-critical, human- and data-centric process management.

Fig. 6 shows this scenario in three consecutive time steps: After allocating resources to a process instance at $t_1$, some changes are introduced at $t_2$ that interfere with the original allocation, and hence, an adaptive reallocation is performed at $t_3$. The reasoner computes a delta allocation, i.e. the original allocation is preserved as much as possible. Therefore, some activities might be rescheduled, and others might be shifted and/or reallocated to some different resources in a *minimal* fashion.

**Compliance Checking** As mentioned previously, we define compliance constraints over business processes using SHACL. In order to do so, we translate each compliance...
objective to a corresponding SPARQL query first, before embedding it in a respective constraint component, which itself can then be integrated into the ontology [40].

3.3 Process Monitor and Process Adapter

Changes and deviations to the processes may occur during execution. For instance, new rules and regulations may require the process to operate differently. We want our framework to be able to handle these unexpected events.

The process data and the evidence from the process miner are compared by the process monitor for detecting deviations. The main idea is that the process adapter is informed about the deviations, therefore it minimizes the impact of these deviations in the running process instances by offering a recovery strategy. The process monitor and process adapter address the requirements \textit{RQ5} and \textit{RQ6}, respectively. The process monitor is able to run several algorithms for monitoring both the process behaviour and the process compliance to rules and regulations. This is performed by checking the current process constraints against the data from our semantic model.

The process adapter is in charge of handling exceptions that arise from the process monitor. This component acts in two different ways: Either it \textit{i}) corrects process behaviour with minimal intervention, or, in case a more complex adaptation is required, \textit{ii}) it stops the process and notifies the reasoner for planning an adaptation.

3.4 Process Miner

Traditional process mining algorithms [45, 49] are able to give valuable insights into the different perspectives of a business process. Process models inferred from log files can further be analyzed for bottlenecks, performance, deviations from the expected behaviour, compliance with rules and regulations, etc. Regardless of the perspective they aim at mining as well as the type of process modeling notation used to represent the outcome (declarative versus imperative process mining), all these process mining algorithms require properly structured data. Specifically, they must comply with the XES [51] meta model. Any of the existing process mining techniques is a candidate to be used for the implementation of the \textit{Process Miner} component in regard to the functionality related to traditional process mining and the decision should be made according to the specific characteristics desired.

However, the biggest challenge of this component in our framework is to deal with unstructured and semistructured data generated in the execution of the process activities, generally in the form of VCS files and emails. Although it is hard to mine process models out of such unstructured or semistructured data, some approaches can be used to obtain valuable insights on them. Specifically, [29] allow for transforming semi-structured VCS logs to process activities which can be mined by classic mining algorithms. Poncin et al.[36] developed the FRASR framework, which is enables to answers engineering questions by applying process to software repositories. The challenge here is to identify the relevant events for the files, from a process mining point of view. Di Ciccio et al. [18] propose the MAILO\textsc{Mine} approach to discover artful processes laying underneath email collections. Bala et al. [2] adopt a visualization approach by mining project Gantt charts from VCS logs.
Driven by the fact that complex engineering processes like the industry scenario described in Section 2.1 are resource-intensive, we have developed a novel approach to extract organizational roles from VCS repositories. VCSs have both structured and unstructured data. On the one hand, they explicitly provide information about the user who performed changes in some file(s) and the time at which she committed the new version(s). On the other hand, they have a textual part typically carrying a comment that explains the changes performed on the file(s). Note that these kinds of data are similar to data from email. In fact, both emails and git comments have in common information about the user, the timestamp, and a textual description. Moreover, we use an ontology (cf. Section 3.1) to store mining insights. That is, we allow for the integration of all types of data that can be represented in RDF, including data coming from engineering tools. There are indeed tools in SVN [35] or Git [44] that allow for sending user commits as emails. Therefore, discovering roles out of such data (and especially when the outcome is combined with the result of mining activities) might help the Process Monitor to identify potential deviations regarding the resources that have actually performed specific tasks or manipulated certain information. Hence, it contributes to compliance checking.

Let us see an example of users who use VCS to collaborate on a software development project. Fig. 7 shows a setting with three users named Alice, Bob, and Claire. Alice is a development project manager. She works with her colleagues Bob and Claire. Alice is mainly responsible for feature development, but she is also involved in testing project-management team. Her tasks include the development of new features and fixing of related bugs. In her first commit, she adds a new message where she describes her work. The message to describe her changes is “added new module to demo”. In the first row of Table 1, identified by commit id 1, Alice’s change is reported. Bob is part of the testing project-management team. His task is to ensure that the code submitted by the development team complies with existing standards and contains no errors. He discovers
and fixes some minor bugs in Alice’s code and informs Alice on further work needed on the analyzed features. Meanwhile, he commits his changes with commit id 2 and comments “Modified the setup interface”. Consequently, Alice reworks her code and commits a new version as reported in row 3 of Table 1, commenting her work with “Update application interface”. As an engineering project manager, Claire takes over and starts to work on the documentation. She commits part of her work as in row 4. As the project continues, the work is accordingly stored in the log as shown in the table.

<table>
<thead>
<tr>
<th>Id</th>
<th>User</th>
<th>Timestamp</th>
<th>Changed</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alice</td>
<td>2014-10-12 13:29:09</td>
<td>Demo.java, rule.txt</td>
<td>Added new module to demo and updated rules</td>
</tr>
<tr>
<td>2</td>
<td>Bob</td>
<td>2014-11-01 18:16:52</td>
<td>Setup.exe</td>
<td>Modified the setup interface</td>
</tr>
<tr>
<td>3</td>
<td>Alice</td>
<td>2015-06-14 09:13:14</td>
<td>Demo.java</td>
<td>Update the application interface</td>
</tr>
<tr>
<td>4</td>
<td>Claire</td>
<td>2015-07-12 15:05:43</td>
<td>graph.svg, todo.doc</td>
<td>Define initial process diagram &amp; listed remaining tasks</td>
</tr>
</tbody>
</table>

Table 1: Example of a VCS log

Our approach leverages both on the file types and the comments of the users. We devise an algorithm that classifies users into a set of roles. For that purpose, we approach the role discovery problem as a classification problem. We define two methods: one based on user clustering and one based on commit clustering. A prior step for this is the feature selection. By looking at the commit data, we identify the following features:

- Total number of commits.
- Timeframe between the first and the last commit of a user (i.e. the time he has been working on the project).
- Commit frequency: total number of commits divided by the time frame.
- Commit message length: average number words in the commit comment.
- Keyword count: how often determinate words like “test” or “fix” are used
- Number of files changed.
- Affected file types: how often a file with a certain format (e.g., *.java, *.html) are modified by a user, relative to the total number of modified files

Then, we use the features for two machine learning algorithms. In the first approach we iterate through the users and cluster them using the k-means algorithm. Consequently we build classification models using decision trees. We then train three different datasets individually and cross validate the results. The second approach starts from the commits. The main idea here is that we do not want to assign users to a specific category. Rather, we allow for users having multiple roles and classify their contribution in each commit. We build user profiles that account for fractions of contributions of each user to the different classes. Classes used in the classification for the example described above would be: Test, Development, Web, Backend, Maintenance, Refactor, Documentation, Design, Build, Data, Tool, Addition, Removal, vcsManagement, Automated, Merge.
Each commit is classified into one of the classes according to its features. Users who committed can be then classified by their commits. The classification can be done both manually and automatically: i) rules can be manually inferred by looking for similarities between users with the same role; or ii) an automated classification can be performed by using machine learning algorithms. For example, decision trees can be used for an automated classification. In this case the commit type percentages are used as features and the manually assigned roles as classes. As a further step, the resulting decision tree models from the different datasets can be cross-validated. The complete approach and its evaluation can be found in [8].

3.5 Document Generator

Safety-critical engineering systems require well-documented process steps. Engineers are in charge of clearly describing their tasks in such a way that it is possible to audit their work. These documents are often manually created. This has at least four drawbacks. First, their creation is laborious. Second, it is error-prone and misaligned in terms of language. Third, it is described at different levels of granularity. Fourth, it is difficult to process and audit afterwards.

A simple example is the following. Engineers need to work on a specific task and use predefined tools. Their tasks and their version tools are specified at the beginning of the project and must be consistent during the project’s lifetime. Tool versions must usually be filled in the documentation generated, e.g. in reports. In a big engineering project, tools can be numerous and their versions are far from being user-friendly. This makes the risk of human mistakes very likely.

To assist engineering project managers in producing audible documentations, we have developed a customizable approach for partially automating document generation. In particular, it is able to fill in trivial information (e.g., tool version, user name, task to which the user is assigned, etc) into word processor documents. Our document generation technique is based on templates. These templates consist of evolving documents and are automatically filled in during the workflow, and therefore enable flexible process verification. Our approach generates standard documents which are compatible with predefined word processor programs and can be opened and edited by them.

Document generation comprises four steps, depicted in Figure 8 and explained next. A mapping function is first defined from a process activity to a document which is generated as its outcome. Afterwards, an interpreter is defined which is in charge of filtering the relevant process activities and variables. Process variables are used by the BPMS during the execution of the process. Examples of process variables can be the name of the user that is currently assigned to one activity, the name of the running process instance, and everything that adds data to the executing process in the BPMS. The interpreter is not strictly bound to a particular process nor to a particular template, and is defined externally. This supports changes both in the process and in the template. The writing in the document is triggered by a listener. A listener waits for activity events. As soon as an activity is submitted, the interpreter and the mapping function work together to generate \((\text{variable key}, \text{value})\) pairs in the document template. This is run iteratively on the document until all the trivial data is filled in.
4 Proof-of-concept Implementation

As a proof of concept we have implemented the main components of the framework discussed in Fig. 2. In this prototype, we aim to bring together functionality from reasoning, process mining and document generation. Fig. 9 shows the software architecture that we use. It considers four main components which interoperate during the execution of a process activity.

Fig. 9: Software architecture of the prototype

Here, we describe the main components of the architecture and their interactions.
**Camunda running process.** We use the Camunda BPM engine as our BPMS. Camunda is an open source platform that allows for defining new components and for interacting with its APIs in a custom way. All the process instances that run into Camunda and their data are stored in log files. Camunda uses two main databases to store its logs: i) a database for processes that are currently executing; and ii) a database for historical information. These two databases can be queried through provided Java or REST APIs. Results are returned as either a set of Plain Old Java Objects (POJOs) or in the JSON format, respectively.

Before an activity starts to run, it first fetches the ontology which contains the set of assignments from existing resources to activities. Consecutively, a resource is assigned to the activity and thus can appear on their task list. When the resources complete their tasks, an event is triggered. This event is listened by the process miner and the document generator components, who can react accordingly. At the same time, the event is stored into the Camunda database of the running instances. Both the running processes database and the history database record similarly-structured data. Furthermore, they can be accessed using the same technology, i.e. the Camunda REST APIs. Hence, we abstract both these databases as a single database in Figure 9 and denote it as *Event Logs*.

**Reasoner.** The reasoner module is implemented as a Java application connected to the Camunda process engine as an asynchronous service. We use Sesame, an open source framework for creating, parsing, storing, inferencing and querying over our ontology data. With respect to the request, the reasoner either performs resource allocation (cf. Figure 10) by first translating the RDF data into the ASP language, solving the problem instance using the ASP solver *clasp*, and then writing the allocation results back to the triple store; or it validates all contained SHACL constraints and returns potential violation result back to the process engine.

**Process Monitor.** This component is in charge querying the status of the running processes in Camunda. In case a deviation occurs, for example, a process instance cannot be completed within the assigned schedule, the process monitor must signal out the anomaly. The process adaptation module can use this output to learn the status of the system and subsequently apply an adaptation. This component is implemented as a web client that can read execution logs through the Camunda REST API. Results are returned in the JSON format which are then parsed into POJOs and can be processed by customized monitoring algorithms. In this case the communication happens through periodical queries to the database. An alternative to this is to implement an activity listener that notifies the process monitor whenever a task is completed.

**Miner.** The miner is in charge of running a number of mining algorithms on the logs from Camunda and from VCSs. Emails and commit messages can also be analysed by using the approaches discussed in [8]. This component is implemented as a web service, which can be called by the process monitor in order to understand how the activities being monitored have performed in the past. Mining algorithms can give new insights into the processes, like for instance actual execution times and several performance indicators of the process. This can contribute to the domain knowledge. Thus, they are stored again into the ontology as RDF.
Document generator. The document generator is in charge of listening to activity submissions and of collecting information from them with the final goal of creating textual documents. This component uses customizable event handlers to process changes of process variables and forms compiled by the users. It is implemented in Java and can be imported as a Java library into several other modules that require document generation from events.

4.1 Limitations

The architecture is currently under implementation. The components have been only individually tested. There is the need for a comprehensive software solution that integrates the single software components into one.

SQL console for querying Camunda logs. We are developing a tool for process monitoring. This tool will allow for SQL-like queries on top of Camunda logs. The approach involves mapping Camunda's database schema to RXES [50]. In addition to this we are also developing a tool that can map from RXES to XES [51] and we plan to use this tool with the approach from [38] in order to make it fully compatible with the RXES standard.

Process adaptation. The process adaptation module that we describe in the framework is yet to be implemented. This module will be developed as an intermediate component between the process monitor and the Camunda engine. It will act as a middle layer that is able to correct slight deviations in the running process, without stopping the workflow. Deviations that are not adjustable may occur. In this case, this component will communicate the need for a schedule to the reasoner.
**Connection to ontology.** Our ontology is currently under improvement. We are planning to complete it with all the data from the engineering domain ontology (cf. Figure 2). Furthermore, its connections to the various components are yet to be implemented.

**User interfaces.** We support for mining and monitoring techniques whose results are models that are generated out of data. User interfaces to visualize these data are required in order to easy the understanding of the mining results. Analogously, we plan to provide a fully fledged user interface for the reasoner component.

5 Related Work

The existing work on similar frameworks are from safety management [53, 5, 16], and decision support domains [54, 17]. To best of our knowledge, there is no framework addressing all the seven requirements (cf. Section 2) that we identify. Therefore, we elaborate on the supporting literature.

Bowen and Stavridou [5] detail the standards concerned with the development of safety-critical systems, and the software in such systems. They identify the challenges of safety-critical computer systems, define the measures for the correctness of such systems and its relevance to several industrial application areas of, e.g. formal methods in railway systems, which is crucial for rigorous and coherent process management.

De Medeiros et al. [17] investigate the core building blocks necessary to enable semantic process mining techniques/tools. They conclude that semantic process mining techniques improve the conventional ones by using three elements, i.e., ontologies, model references from elements in logs/models to concepts in ontologies, and reasoners. Our framework supports such a high-level semantic analysis through our integrated semantic model and the reasoner module.

Wilke et al. [53] describe a framework for a holistic risk assessment in airport operations. They focus on coordination and cooperation of various actors through a process model derived in BPM, which helps determination of causal factors underlying operation failures, and detection and evaluation of unexpected changes. The holistic consideration of operations handling rules and regulations of their particular domain serves for ensuring compliance. Daramola et al. [16] describe the use of ontologies in a scenario requiring identification of security threats and recommendation of defence actions. Their approach not only help the quick discovery of hidden security threats but also recommend appropriate countermeasures via their semantic framework. By following this approach, they minimize the human effort and enable the formulation of requirements in a consistent way. In our framework we similarly monitor our ontology for compliance checking by querying the ontology via the queries derived from regulations.

Van der Aalst [48] introduced a Petri net based scheduling approach to show that the Petri net formalism can be used to model activities, resources and temporal constraints with non-cyclic processes. Several attempts have also been done to implement the problem as a constraint satisfaction problem. For instance, Senkul and Toroslu [39] developed an architecture to specify resource allocation constraints and a Constraint Programming (CP) approach to schedule a workflow according to the constraints defined for the tasks. Our framework addresses resource allocation via the reasoner module using ASP.
Zahoransky et al. [54] investigate operational resilience of process management. Their approach is proposed as a complementary approach to risk-aware BPM systems, which focuses on detecting the resilience properties of processes based on measures by mining process-logs for decision support to increase process resiliency, and therefore provide flexibility. This approach enables agility in run-time and provides a solid foundation for process execution reliability. We address these aspects in our integrated system via the process miner and the process adapter.

6 Conclusions and Future Work

In this paper we have explored challenges of safety-critical human- and data-centric process management in engineering projects which are subject to a large amount of regulations and restrictions, i.e. temporal, resource-related and logistical restrictions, as described in the industry scenario. Our proposed framework addresses all the requirements derived from those challenges upon the general functionality of a BPMS, e.g. process adaptation, resource allocation, document generation and compliance checking. This work is developed in cooperation with SIEMENS Austria who will be the primary user of the developed system. Our first proof of concept is implemented[3]. Next steps also involve putting in place adaptation mechanisms, implementing and integrating all the components into Camunda, and conducting a thorough evaluation of the implemented system w.r.t. real data from the railway domain.
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Abstract. An appropriate resource utilization is crucial for organizations in order to avoid, among other things, unnecessary costs (e.g. when resources are under-utilized) and too long execution times (e.g. due to excessive workloads, i.e. resource over-utilization). However, traditional process control and risk measurement approaches do not address resource utilization in processes. We studied an often-encountered industry case for providing large-scale technical infrastructure which requires rigorous testing for the systems deployed and identified the need of projecting resource utilization as a means for measuring the risk of resource under- and over-utilization. Consequently, this paper presents a novel predictive model for resource utilization in decision-intensive processes, present in many domains. In particular, we predict the utilization of resources for a desired period of time given a decision-intensive business process that may include nested loops, and historical data (i.e. order and duration of past activity executions, resource profiles and their experience etc.). We have applied our method using a real business process with multiple instances and presented the outcome.
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1 Introduction

Human resource utilization in an organization can be seen as the proportion of time a person spends on working on allocated tasks. Poor utilization of human resources\textsuperscript{3} relates to having resources unnecessarily idle or overloaded. This has a very negative effect on process performance measures such as process completion time, execution costs, and quality [1]. Specifically, while under-utilization of resources leads to higher process execution costs, over-utilization of resources may result in process delays. Therefore, decision makers (typically process managers) should be informed about the utilization
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\textsuperscript{3} From now on resources for the sake of brevity.
of resources in their organizations for enabling appropriate controls that ensure a desired level of resource utilization.

In a scenario where the process model has no decision nodes, given a baseline schedule and resource allocation [2], deriving the utilization of resources would be trivial. However, actual processes usually have decision points that split the execution flow into different paths so that several cases are projected in the same process model [3]. Decision-intensive processes may contain (nested) loops [4], which actually makes both scheduling and resource allocation more difficult due to the increasing uncertainty. Nonetheless, these kind of processes are common in many domains, e.g. engineering, healthcare, insurance handling, and construction. An inadequate scheduling or allocation of resources may result in a poor resource utilization. While recent resource allocation approaches have already tried and addressed that kind of processes [2], to the best of our knowledge there is a lack of support for resource utilization prediction in such complex scenarios, as most of the existing techniques tend to simplify the application scope [5, 6, 7, 8]. This, in turn, negatively affects risk management in organizations, since process managers miss input that helps to improve the process models and hence, the execution performance of the processes.

In this paper we address that problem and describe a mathematical method for quantifying resource utilization with respect to the structural properties of non-deterministic processes and the historical executions of these processes. The input values that are used for our prediction model are intrinsically of a stochastic nature, i.e. in the form of probability density functions (PDF). They include, among others, the activity duration PDFs and the resource utilization PDFs. We propagate these input values towards the accumulated utilization function. This function provides a visual overview on the level of future resource utilizations. Therefore, an upcoming over- or under-utilization of resources can be observed. Moreover, we have defined two metrics which characterizes resource over-utilization and under-utilization. We have implemented our approach and demonstrated it with a real process related to large-scale technical infrastructure development and deployment.

We believe that our approach enhances the assessment of process behaviour with the resource perspective. It is especially useful for organizations who need to evaluate the utilization of resources for which they are accountable. With the help of our approach they can automatically get an answer to questions such as whether they have enough resources for the robust execution of their processes, in which periods of time they should expect a delay in the process execution, and when they can safely grant vacations to particular resources, among others.

The paper is structured as follows: Section 2 presents a scenario that motivates this work as well as related work. Section 3 formally defines the input required for our approach. Section 4 describes our approach for predicting resource utilization in decision-intensive business processes. Section 5 applies our method to a real process and presents the outcome, and Section 6 concludes the paper and outlines the future work.
2 Background

In the following, we describe an example scenario that motivates this work and shows the problems to be addressed, and then we outline related work.

2.1 Running Example

A company that provides large-scale technical infrastructure requires rigorous testing for the systems deployed. Each system consists of different types and number components that are developed and tested in parallel. In order to provide concise and clear examples while describing our method, we use the simple example process shown in Fig. 1. In this process, the Develop activity is followed by a Test activity, and this may repeat if the test fails. There is also the activity Manage which abstracts the potential contractual work running in parallel. There are two resources, namely Jack and Jill, who execute this process. A more complex process from a real scenario is used later in Section 5 for demonstrating the applicability of our method.

2.2 Related Work

The approach presented in this paper is mostly related to resource-related risk monitoring and prediction. This risk occurs “due to the high variability that may affect operational processes in real world scenarios” [9]. The risk of inappropriate resource utilization has been identified in [10, 11]. Rosemann et. al. [10] provides a risk taxonomy from the project management perspective. They identify the organizational risk in their taxonomy (e.g., when a resource does not possess the required skills to carry out an activity, or when there is not enough resources to carry out activities on time). Similarly, the process related risk taxonomy of zur Muehlen et. al. [11] contains the resource perspective category about lack of resources and/or their skills for activity executions.

Information systems support processes by recording information about their executions in event logs [12]. In order to manage time and resource related risks in an informed fashion, a variety of event log mining and prediction mechanisms have been devised: Among others, process duration estimation [13, 14], deadline violation detection [6], resource profiling [7], resource behaviour measurement [5, 15], resource scheduling [16], resource recommendation [17], work prioritization [18], and process performance forecasting [19]. There are also several risk monitoring approaches [8?] combines the scope of several aforementioned mechanisms.

Our method requires extracting durations of activities, and experience of resources for each activity from the event logs for providing realistic resource utilization predictions. Durations can be obtained in a similar way to described by van der Aalst et al. [13] who provide reliable predictions. On the other hand, extraction of resource profiles including their experiences are delineated by Pika et. al. [7].

Within the context of quantifying the resource perspective, our method draws parallels with [15]. We further elaborate our mathematical model for refining our results over the structural properties of running processes. Rather than providing an overall view, Conforti et. al. [8] allow users to take resource-informed decisions at run-time. Our approach is similar to this work in the sense that it reports on resource utilization abnormalities that may become a problem during the executions of processes.
Folino et al. [19] introduce a performance model for run-time process executions with respect to process variants such as workload and seasonality. Our prediction method can support such models for enriching the context from resource utilization point-of-view.

3 Input Data

The following input is required for resource utilization prediction in decision-intensive business processes:

Input 1 (Business Process Model). A business process model \( P \) is represented as a directed, connected graph \((N, E)\) with \( N = A \cup G \cup \{n_{\text{start}}, n_{\text{end}}\} \) denoting a finite set of nodes consisting of activities \( A \), gateways \( G \), and two respective start and end events \( n_{\text{start}} \) and \( n_{\text{end}} \), and \( E \subseteq N \times N \) representing a set of edges connecting the nodes.

We assume that our model consists of activities, XOR-gateways (decision points), AND-gateways (parallel execution gateways), a start-event, and an end-event. The process always terminates (i.e., it contains no livelocks or deadlocks).

In a real life application, an input process can be composed of the processes that are planned to be executed in the future, and of the unexecuted fragments of the already executing processes.

Input 2 (Edge Execution Probability). Given a process model \( P = (A \cup G \cup \{n_{\text{start}}, n_{\text{end}}\}, E) \), each edge \( e \in E \) leaving a XOR-gateway \( g \in G_{\text{XOR}} \subseteq G \) of \( P \) is annotated with an edge execution probability \( p_e \in [0, 1] \). Additionally edge execution probabilities \( p_e \) must satisfy \( \sum_{e \in E \cap (g \times N)} p_e = 1, \forall g \in G_{\text{XOR}} \).

The outgoing edges of XOR-gateways are annotated with edge execution probabilities (see Fig. 6).

Input 3 (Activity Duration PDF). For each activity \( a \in A \), \( D_a : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) denotes the PDF representing the duration PDF of activity \( a \).

Example 1. For clarification, we provide the process in Fig. 1. A single loop of two consequent activities Develop and Test is presented in parallel with the activity Manage. The duration PDFs for Manage and Develop are normally distributed while Test has a fixed duration represented as a solid dot (i.e., a time shifted dirac delta function\(^4\)). The duration of Test is deterministically 3 time-units (TU) whereas the duration of Manage is on average 2 TU.

Input 4 (Resource Utilization PDF). Given a set of activities \( A \) of a business process \( B \) and a set of resources \( R \), the resource utilization PDF is \( U_{a,r} : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) for activity \( a \in A \) and resource \( r \in R \). \( U \) defines the PDFs of the probable additional utilization the execution of an activity causes for all resources.

\(^4\) The Dirac delta function \( \delta(x) \) is \( \infty \) at \( x = 0 \) otherwise 0 and satisfies \( \int_{-\infty}^{\infty} \delta(x) \, dx = 1 \).
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Fig. 1: The running example process with activity duration PDFs \( D_a \)

<table>
<thead>
<tr>
<th>Activities</th>
<th>Resources</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage</td>
<td>Jack 0.5, 1</td>
<td>The activity Manage utilizes Jack about 30%.</td>
</tr>
<tr>
<td></td>
<td>Jill 0.5, 1</td>
<td></td>
</tr>
<tr>
<td>Develop</td>
<td>Jill 0.5, 1</td>
<td>The activity Develop utilizes Jill about 100%, however there is also less of a chance that the same activity may utilize her about 50%.</td>
</tr>
<tr>
<td>Test</td>
<td>Jack 0.5, 1</td>
<td>The activity Test utilizes Jack about 85% and Jill about 50%.</td>
</tr>
</tbody>
</table>

Fig. 2: Resource Utilization PDFs for the activities in Fig. 1

The resource utilization PDFs describe which resources are utilized to what extent while executing an activity. Intuitively, one can think of \( U_{a,r}(x)dx \) as being the probability of \( r \)'s utilization falling in the infinitesimal interval \([x, x + dx]\). We assume that utilization values are normalized so that \( U_{a,r}(0) \) represents the probability of resource \( r \) being 0% utilized by the activity \( a \). \( U_{a,r}(1) \) specifies the probability of resource \( r \)'s being utilized 100% by the activity \( a \). The notion of utilization can be considered as “the percentage of the work day spent on a task” in our running example.

**Example 2.** See Fig. 2 for an example visualizing the definition of resource utilization PDF. For instance, \( U_{\text{Develop}, \text{Jill}}(0.5) = 0.3 \) means with 0.3 probability Develop utilizes Jill 50%, and \( U_{\text{Develop}, \text{Jack}}(0) = \infty \) means that Jack is never occupied by Develop.

**Input 5 (Experience Matrix).** Given a set of activities \( A \) of a process model, and a set of resources \( R \), the experience value \( X_{a,r} : \mathbb{R}_{>0} \) where \( a \in A \) and \( r \in R \) is a multiplication factor (a scalar) for activity durations.

The experience of each resource \( r \) in every activity \( a \) is reflected in this matrix. This value theoretically has a range between zero to infinity which is extracted from activity execution durations of resources. Resources that execute activities faster than average have an experience value greater than 1.0.
We assume that the edge execution probabilities $p_e$, activity duration PDFs $D_a$, resource utilization PDFs $U_{a,r}$, and experience matrix $X$ (Input 2–5) are extracted from the event logs obtained from the past executions of the process $P$ (Input 1), where the resources and the durations of the past activity executions are recorded. A solution to this prediction problem is total utilization PDFs over time for each resource. Each function provides a utilization prediction for its respective resource.

4 Method

Following the problem definition, we first introduce intermediary functions that would allow us to compute the ultimate total utilization PDF, and afterwards we introduce quality metrics that would quantify the risk of abnormal resource utilization that may occur in the future. Fig. 3 is an overview of “used by” relation between input values and defined functions of our method (e.g., Input 3 is used by Definition 1). Background colors blue, green and yellow indicates process-related, time-related and resource-related elements.

**Definition 1 (Dependent Activity Duration PDF).** Given an independent activity duration PDF $D_a$, allocation PDF $U_{a,r}$, experience values $X_{a,r}$ for activities $a$ and resources $r$, the (utilization-and-experience) dependent activity duration PDF $D_{a}^{dep}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is defined as follows:

$$x_a = \sum_{r \in R} X_{a,r} \int_{0}^{\infty} u U_{a,r}(u) du$$

$$D_{a}^{dep}(t) = \frac{D_a(tx_a)}{\int_{0}^{\infty} D_a(t'x_a) dt'}$$

For each activity, an experience value $x_a$ is derived from the experiences of all the resources that are potentially participants in $a$ (i.e., $\exists x \in \mathbb{R}_{>0} : U_{a,r}(x) > 0$). $x_a$ is
used as a division factor for \( D_a \), therefore the experience values above 1.0 reduce the width of \( D_a \) (i.e., they act as speed-up factor for execution times), and the opposite holds for the values smaller than 1.0.

### 4.1 Edge Transition Probability Function

In order to compute how often an activity is being executed, we need to extract the probability values of edge traversals over time. Only activities can create time delays via their duration PDFs. Edge transitions are always instantaneous.

**Definition 2 (Edge transition probability function).** \( f_e(t) : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) denotes the probability that an edge \( e \in E \) is traversed at time \( t \in \mathbb{R}_{\geq 0} \).

\[
P(\text{An edge is traversed between } t_1 \text{ and } t_2) = P(\text{Edge is traversed before } t_2) - P(\text{Edge is traversed before } t_1)
\]

\[
= \int_0^{t_2} f(t') \, dt' - \int_0^{t_1} f(t') \, dt'
\]

Note that in general \( f_e \) is not a PDF. However, if the process contains no XOR-gateways all \( f_e \) are PDFs since \( \forall e \in E : \int f_e(t) \, dt = 1 \).

**Definition 3 (\( f \) for AND-Gateway).** Given \( g \in G_{\text{and}} \subseteq G \) with incoming edges \( \{in_1, \ldots, in_n\} = E \cap (N \times g) \) and outgoing edges \( \{out_1, \ldots, out_m\} = E \cap (g \times N) \), the edge transition probability function \( f_e(t) \) for outgoing edges \( e \) is defined as

\[
f_{out_j}(t) = \left( \prod_{i=1}^n \int f_{in_i}(t') \, dt' \right)^{\frac{1}{\# \, \text{path}}} , 1 \leq j \leq m
\]

Having a generic analytical result about the edge transition behavior of the process is difficult unless the input is in form of time-shifted dirac delta functions or PDFs of an exponential distribution.

**Definition 4 (\( f \) for XOR-Gateway).** Given \( g \in G_{\text{XOR}} \subseteq G \) with incoming edges \( \{in_1, \ldots, in_n\} = E \cap (N \times g) \), outgoing edges \( \{out_1, \ldots, out_m\} = E \cap (g \times N) \), and edge execution probabilities \( \{p_{out_1}, \ldots, p_{out_m}\} \), the edge transition probability function \( f_e(t) \) for outgoing edges \( e \) is defined as

\[
f_{out_j}(t) = p_{out_j} \sum_{i=1}^n f_{in_i}(t) , 1 \leq j \leq m
\]
Develop \[ p = 1 \] Test \[ p = 0.2 \] p = 0.8

Fig. 4: The running example process with activity execution prob. functions \( F_a \)

**Definition 5 (f for Activities).** Given an activity \( a \in A \) with one incoming edge \( e_{in} \), one outgoing edge \( e_{out} \), and activity duration PDF \( D_{dep}^a \), the edge transition probability function \( f_{out}(t) \) is defined as

\[
 f_{in}(t) \rightarrow D_{dep}^a(t) \rightarrow f_{out}(t) \quad \text{where} \quad f_{out}(t) = f_{in}(t) * D_{dep}^a(t)
\]

Note that the convolution operator \( * \) for two functions \( f \) and \( g \) is defined as

\[
 (f * g)(t) = \int f(t')g(t - t') \, dt'.
\]

We compute edge transition probability functions directly on the process. Another way of doing this is described in [20]. Their method requires decomposition of the process into process blocks.

### 4.2 Estimating Total Resource Utilization

In order to be able to define the total resource utilization function, we need to know the probability density of an activity \( a \) being executed at time \( t \). From edge transition probabilities for the incoming edge of \( a \), the probability density that an activity is executed for each point in time is represented by the activity execution probability function \( F_a(t) \).

**Definition 6 (Activity execution probability function).** The function \( F_a(t) : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) denotes the probability density that an activity \( a \in A \) is executed at time \( t \in \mathbb{R}_{\geq 0} \).

\[
 F_a(t) = P(\text{Activity is currently being executed at } t) = P(\text{Activity is entered before } t) - P(\text{Activity is left before } t)
\]

\[
 = \int_0^t f_{in}(t') \, dt' - \int_0^t f_{in}(t') * D_{dep}^a(t') \, dt' = \int_0^t f_{in}(t') \, dt' - \int_0^t f_{out}(t') \, dt'
\]
Example 3. Our running example with the activity duration PDFs $D_a$ in Fig. 1 would then result into the activity execution probability functions $F_a$ presented in Fig. 4. Manage is immediately executed once. As Develop and Test repeat (infinitely) in the loop, each repetition lowers the execution probability of the next iteration.

Output 1 (Total utilization PDF over time). $O_r$ is the utilization PDF of a resource $r \in R$ at time $t \in \mathbb{R}_0$, where $A = \{a_1, \ldots, a_n\}$. A value $O_r(t,u)$ represents the probability density that $r$ is utilized by an amount of $u$ percent of his/her time (e.g. $u = 1$ means full time, $u > 1$ means over-utilization) at time $t$. The operator $*_{u}$ is the convolution over the parameter $u$.

$$O_r : (\mathbb{R}_0 \times \mathbb{R}_0) \rightarrow \mathbb{R}_0$$
$$O_r(t,u) = \delta(u)$$
$$*_{u} (U_{a_1,r}(u)F_{a_1}(t) + \delta(u)(1 - F_{a_1}(t)))$$

$$\ldots$$

$$*_{u} (U_{a_n,r}(u)F_{a_n}(t) + \delta(u)(1 - F_{a_n}(t)))$$

For each resource, there is one total utilization PDF over time. In these PDFs, the activity execution probability functions and resource utilization PDFs of the respective resources are combined.

Example 4. In Fig. 5, the total utilization PDF over time for Jack $O_{Jack}$ is based on (i) our running example with the activity execution probability functions $F$ as seen in Fig. 4, and (ii) the resource utilization PDFs $U$ as seen in Fig. 2. $O_{Jack,Test}(t,u) = (W_{Jack,Test}(u)F_{Test}(t) + \delta(u)(1 - F_{Test}(t)))$ is the probable utilization of Jack by the activity Test shown in top-left corner. In a similar way, $O_{Jack,Manage}$ is on the top-right corner. We do not show $O_{Jack,Develop}$ since it has no influence on Jack’s total utilization (see Fig. 2). We can clearly observe in $O_{Jack,Manage}$ that the activity Manage is non-repeating. The combined total utilization PDF for Jack $O_{Jack}$ is shown in bottom of the Figure. It shows how the probable utilizations of Jack’s activities combine into a period of over-utilization as shown in the red region. Such region representing over-utilization are of special interest for the decision makers (e.g., project managers) who are also responsible for time and resource management.

4.3 Quality Metrics

Based on resource utilization PDFs $O_r$, we can define various metrics for quantifying abnormal resource utilization. These metrics can be used as optimization criteria for managing organizations and their schedules.

Output 2 (Resource over-utilization metric). The resource over-utilization metric $m^+_r : \mathbb{R}_0$ for a resource $r \in R$ is the volume of utilization larger than 1.

$$m^+_r = \int_0^\infty \int_1^\infty O_r(t,u) \, du \, dt$$
The total over-utilization $m$ of a process is the sum of over-utilization of all resources:

$$m = \sum_{r \in R} m^+_r$$

In other words, $m^+$ is a value characterizing resource over-utilization for a whole organization (i.e., for all resources and the processes involved).

Output 3 (Resource under-utilization metric). The resource under-utilization metric $m^-_r$ for a resource $r \in R$ is the accumulated volume under the optimal resource occu-
Fig. 6: An often-encountered development process with multiple parallel “Develop and Test” cycles with a final integration step.

pancy threshold on the occupancy axis (cf. 1.0).

$$F_P(t) = \int_0^t f_{\text{start}}(t') \, dt' - \int_0^t f_{\text{end}}(t') \, dt'$$

$$m^- = \int_0^\infty F_P(t) \int_0^1 [1 - u] O_r(t, u) \, du \, dt$$

In other words, $m^-$ is a value characterizing resource under-utilization for a whole organization (i.e., for all resources and the processes involved). $F_P$ in the formula above is similar to $F_u$ in Definition 6 in the sense that $F_P$ denotes the probability that a process $P$ is executed at time $t \in \mathbb{R}_{\geq 0}$.

5 Application to a Real Process

We tested our method in a setting where the utilization of 10 resources is forecasted in 10 process instances of the process shown in Fig. 6. In this realistic process, each system consists of different types and number of components that are developed and tested in parallel. All Develop activities must be tested independently, and repeated development effort is expected. Additionally, a final Integrate and Test phase is mandatory for the combined system, which may cause additional repetitions of the entire process. It is expected for resources to work on multiple processes in parallel.

Table 1 describes the properties of 10 process instances with different starting times and resource utilisations: The process name (id), the starting time ($t_s$), the initial letter of the resource allocated to a certain activity ($r$), mean duration of the activity ($\partial$), repetition probability of the iteration “Develop and Test” for component $X$ ($p_{\text{⟳}}$) are given (cf. $p_{\text{⟳}}$ is the edge execution probability of restarting the process). The different components of each process have different failure rates and duration distributions.

In order to generate the utilization functions for each resource, we simulate the process instances with respect to their properties (cf. Table 1) and apply the methods described previously. Note that we leave out the process execution paths with a probability lower than 0.1%.

Fig. 7 shows the visualization of the utilization functions for each resource. For instance, Boris is overoccupied most of the times because he is allocated to 5 Develop, 3 Test, and 4 Integration activities which are overlapping. Grace becomes overoccupied...
Table 1: Properties of process instances

<table>
<thead>
<tr>
<th>id</th>
<th>t_s</th>
<th>r</th>
<th>∂</th>
<th>r</th>
<th>r</th>
<th>∂</th>
<th>p_{C,A}</th>
<th>Int*</th>
<th>Test*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>B</td>
<td>50</td>
<td>G</td>
<td>20</td>
<td>0.6</td>
<td>E</td>
<td>12.5</td>
<td>H</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>H</td>
<td>40</td>
<td>G</td>
<td>16</td>
<td>0.3</td>
<td>I</td>
<td>10</td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>F</td>
<td>70</td>
<td>E</td>
<td>28</td>
<td>0.2</td>
<td>C</td>
<td>17.5</td>
<td>J</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>J</td>
<td>60</td>
<td>I</td>
<td>24</td>
<td>0.2</td>
<td>G</td>
<td>15</td>
<td>H</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>B</td>
<td>40</td>
<td>C</td>
<td>16</td>
<td>0.6</td>
<td>B</td>
<td>10</td>
<td>B</td>
</tr>
<tr>
<td>6</td>
<td>70</td>
<td>G</td>
<td>20</td>
<td>A</td>
<td>8</td>
<td>0.4</td>
<td>E</td>
<td>5</td>
<td>F</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>B</td>
<td>80</td>
<td>E</td>
<td>32</td>
<td>0.4</td>
<td>E</td>
<td>20</td>
<td>H</td>
</tr>
<tr>
<td>8</td>
<td>110</td>
<td>H</td>
<td>40</td>
<td>I</td>
<td>16</td>
<td>0.5</td>
<td>I</td>
<td>10</td>
<td>J</td>
</tr>
<tr>
<td>9</td>
<td>120</td>
<td>H</td>
<td>60</td>
<td>C</td>
<td>24</td>
<td>0.6</td>
<td>G</td>
<td>15</td>
<td>J</td>
</tr>
<tr>
<td>10</td>
<td>170</td>
<td>B</td>
<td>30</td>
<td>G</td>
<td>12</td>
<td>0.7</td>
<td>E</td>
<td>7.5</td>
<td>F</td>
</tr>
</tbody>
</table>

Fig. 7: Compact visualization of resource utilization forecast with 10 resources and 10 projects of type Figure 6 over one year
due to the start of project-6 at day 70. Edgar, Florence, and Henry are also expected to be visibly overoccupied in some periods during the execution of these 10 projects, though their situations are not as critical as Boris’s, because their activities are not as many times overlapping as the activities of Boris. David’s utilization looks exceptionally low. Moreover, by using the quality metrics defined in Section 4.3, we are informed that there is a 10 times greater risk of resource under-occupancy \( m^- = 2665.45 \) than resource over-occupancy \( m^+ = 273.44 \). This can be intuitively confirmed by comparing the amount of blue and red areas on Fig. 7.

Fig. 7 and the quality metrics suggest that: (i) There are more resources than needed in this setting, and (ii) demand for resources can still be balanced, especially those of Boris’s for a more robust execution.

The computational complexity of our method is equivalent to the complexity of numerical integration which is P-complete \[21\]. Its implementations perform in quasi-
linear time. Therefore, our method responds to the problems with real-world sizes in a few seconds, and it is suitable for both design-time and run-time prediction tasks.

6 Conclusions and Future Work

In this paper we have introduced a novel method for predicting resource utilization in decision-intensive business processes. Our approach facilitates to obtain a resource utilization overview for the whole organization where the processes have a stochastic nature. As a result, the decision makers are provided with actual insights about their organizational feasibility. One advantage of our approach is that it can be readily used in practice, and it can be incorporated in BPM systems as a supplementary risk monitoring element.

Our future work primarily involves conducting exhaustive evaluations to assess the applicability of the approach in more real settings and compare the performance results. We also aim at integrating the approach into a BPM system as well as at adapting the current design-time method to be used at run time too, i.e. to make it more dynamic such that the resource utilization predictions are updated during the execution of the process instances.

References


[8] Raffaele Conforti, Massimiliano de Leoni, Marcello La Rosa, Wil MP van der Aalst, and Arthur HM ter Hofstede. A recommendation system for predicting


History-Aware Dynamic Process Fragmentation for Risk-Aware Resource Allocation
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Abstract. Most Process-Aware Information Systems (PAIS) and resource allocation approaches do the selection of the resource to be allocated to a certain process activity at run time, when the activity must be executed. This results in cumulative (activity per activity) local optimal allocations for which assumptions (e.g. on loop repetitions) are not needed beforehand, but which altogether might incur in an increase of cycle time and/or cost. Global optimal allocation approaches take all the process-, organization- and time-related constraints into account at once before process execution, handling better the optimization objectives. However, a number of assumptions must be made upfront on the decisions made at run time. When an assumption does not hold at run time, a resource reallocation must be triggered. Aiming at achieving a compromise between the pros and cons of these two methods, in this paper we introduce a novel approach that fragments the process dynamically for the purpose of risk-aware resource allocation. Given historical execution data and a process fragmentation threshold, our method enhances the feasibility of the resource allocations by dynamically generating the process fragments (i.e. execution horizons) that satisfy the given probabilistic threshold. Our evaluation with simulations demonstrates the advantages in terms of reduction in reallocation efforts.

Keywords: Business process management, dynamic process fragmentation, quasi-online scheduling, resource allocation, process mining

1 Introduction

Resource allocation in business processes selects the resource(s) responsible for a process activity at run time among the suitable resources according to predefined assignment criteria (e.g. based on roles or other organizational properties)\textsuperscript{1}. Despite being a necessary functionality in any Process-Aware Information System (PAIS), current systems provide limited support for resource allocation. Generally, actual resource allocation is delegated to people to some extent, in the best case by implementing Push/Pull

\textsuperscript{*} Funded by the Austrian Science Fund (FWF) Elise Richter programme under agreement V 569-N31 (PRAIS).
\textsuperscript{1} In this work we assume human resources but the concept could be adapted for non-human resource allocation, too.
patterns [17] (e.g. by offering the activity to all the suitable resources and letting them decide who will become responsible for its execution – distribution by offer). This behavior tends to overlook optimization functions regarding performance metrics such as process cycle time or execution cost. On the other hand, when it is up to the process manager to decide who to allocate to the next activities, they get no information about the horizon until which the allocations will hold. When decision points are present in the process, assumptions on the respective choices must be made beforehand. The bigger the uncertainty in the process (i.e. the number of decisions), the more critical this issue becomes. While taking a higher risk (i.e. allocating more activities at once) may be beneficial as for process cycle time or cost, if the assumptions made do not hold at run time the opposite effects may appear and undesired reallocations may be necessary. On the contrary, a very conservative (less risky) approach that allocates resources only when it is required (i.e. before activity execution) avoids speculating about potential future behaviors of the process but does not assure the most optimal (or even feasible) results at the process level and can incur in non-anticipated delays or deadlocks. For instance, if there is a binding of duties between A (executed first) and B, and at the moment of allocating B the required resource is not available, the process will be delayed.

In order to avoid manual resource allocation, several approaches propose more advanced and automated techniques [21, 16, 19, 4]. Some find out the most adequate resource at the moment of executing an activity, hence allocating the process activity per activity at run time to the “best” resource available [21, 16] (also known as online scheduling [18]). Others aim for a global optimal solution [19, 4] where the entire process is considered for allocation before it is started (also known as offline scheduling [18]), so the resources for all the activity instances are selected at once on the basis of the present process-, organization- and time-related constraints. In terms of risk management, these techniques lie in the two extremes of the spectrum, and to the best of our knowledge there is not yet an approach handling risk and uncertainty in a more flexible way in this context.

In this paper we introduce a novel approach to dynamically create and allocate process fragments at run time being aware of the risks taken when making resource allocation decisions. The novelties of the approach include: (i) the use of historical execution data for making probabilistic decisions ahead of time; and (ii) the dynamic fragmentation of the process based on a fragmentation threshold that provides flexibility in terms of risk management and helps to prevent potential reallocations. We have implemented the approach using an encoding based on Answer Set Programming (ASP) [3] that proved to produce good performance results in optimal resource allocation [4]. We have evaluated our fragmentation method with simulations aimed to assess its behaviour with respect to reallocation needs. The findings support our hypothesis that the feasibility of the resource allocations improves when the risk is kept low.

The paper is structured as follows. Section 2 describes an example scenario that illustrates the research problem. Section 3 defines concepts needed to understand our approach. Section 4 introduces our new process fragmentation method. Section 5 explains the implementation of the method and the evaluation performed. Section 6 provides a more detailed description of the state-of-the-art. Finally, Section 7 outlines the conclusions drawn from the work along with its limitations and potential future steps.
2 Motivating Scenario

A manager of a software development company would like to handle the allocation of their (human) resources to every new project. They developed and refined a business process model for the execution of software development projects as illustrated with Business Process Model and Notation (BPMN) [12] in Fig. 1. After a project specification is received, the requirements of the project are studied and a number of milestones are derived. Every milestone involves two separate development parts (frontend and backend) that are concurrently undertaken and which, in turn, may require one or more iterations depending on the respective verification results. Once all the milestones are fully achieved, the developed software needs to be validated against the requirements and specifications received at the beginning of the project. If the validation fails, the study of the requirements must be reinitiated and new milestones are developed.

The manager is aware of the fact that the process has multiple decision points (represented with XOR split gateways in BPMN) where their forecasting on the allocations of resources deviated many times in the past. This forces them to reallocate resources from scratch to the upcoming activities at each deviation. With the support of a PAIS, they keep track of previous executions of the software development process in event logs. This helps them to infer the duration of the activities depending on the resources allocated to them. However, they found the need for an automated mechanism that could perform their manual allocations in a more flexible and less risky way by leveraging the process-, organizational- and temporal-related data available, aiming to achieve time- and cost-effective executions and avoid the reallocations to a bigger extent.

3 Preliminaries

BPMN [12] is the de-facto standard process modeling notation due to its understandability and ease of use. However, because of their well-defined semantics and their analysis capabilities, in this work we rely on Petri nets [13] satisfying the workflow properties [22] for process modeling. Nonetheless, note that many process modeling notations, including BPMN, can be automatically mapped to Petri nets [11].

A Petri net is a bipartite graph composed of places and transitions. The places might contain tokens, whose distribution might change over time.

Definition 1 (Petri net). A Petri net is a 4-tuple $PN = (P, T, F, ν)$, where:
- $P = \{p_1, p_2, \ldots, p_n\}$ is the set of places, represented graphically as circles,
\[ T = \{ t_1, t_2, \ldots, t_n \} \] is the set of transitions, represented graphically as rectangles,

\[ F \subseteq (P \times T) \cup (T \times P) \] is the set of arcs (flow relations), represented as arrows,

\[ \nu : F \rightarrow \mathbb{Z}^+ \] is the arc weight mapping indicating cardinality constraints on the movement of tokens throughout the net.

The input places and the output places of each transition \( t \in T \) are \( \bullet t = \{ p \in P \mid (p, t) \in F \} \) and \( t^\bullet = \{ p \in P \mid (t, p) \in F \} \), respectively. Similarly, the input transitions and the output transitions of each place \( p \in P \) are \( \bullet p = \{ t \in T \mid (t, p) \in F \} \) and \( p^\bullet = \{ t \in T \mid (p, t) \in F \} \), respectively. A marking (or state) \( M = \{ \mu(p_1), \mu(p_2), \ldots, \mu(p_i) \} \), \( \mu : P \rightarrow \mathbb{Z}^{\geq 0} \) represents the distribution of tokens over the set of places. When it assigns a non-negative integer \( k \) to place \( p \), we say that \( p \) is marked with \( k \) tokens. Pictorially, we place \( k \) black dots in place \( p \). A Petri net with an initial marking, which represents the initial distribution of tokens, is a Petri net system.

**Definition 2 (Petri net system).** A Petri net system is a tuple \( PNS = (P, T, F, \nu, M_0) \), where \( (P, T, F, \nu) \) is a Petri net, and \( M_0 \) is its initial marking.

The initial marking of the Petri net \( M_0 \) can change into successor markings. These changes are described as firing rules. Such rules introduce a dynamic aspect to the Petri net by modifying its state, giving rise to the net behavior. A transition \( t \) is enabled when there are at least as many tokens as \( \nu(p, t) \) in each input place \( p \in \bullet t \). An enabled transition can therefore fire. The number of tokens that are added to each output place after firing of \( t \) is defined as \( \nu(t, p) \). The firing of a transition changes the current marking by subtracting \( \nu(t, p) \) amount of tokens from each input place \( p \in \bullet t \) and adding \( \nu(t, p) \) amount of tokens to each output place \( p \in t^\bullet \), and hence, it moves the net from a marking \( M_{k-1} \) to a new marking \( M_k \) denoted as \( M_{k-1} \xrightarrow{t_k} M_k \). A firing sequence of transitions \( \sigma = t_1, t_2, \ldots, t_n \) changes the state of the Petri net at each firing: \( M_0 \xrightarrow{t_1} M_1 \xrightarrow{t_2} \ldots \xrightarrow{t_n} M_n \). A marking \( M_k \) is reachable if there is a sequence \( \sigma \) such that \( M_0 \xrightarrow{\sigma} M_k \) (i.e. from the initial marking to \( M_k \)).

Petri nets are classified according to several criteria, including cardinality and behavioral constraints. The Petri nets that represent the business processes addressed in this work have the following properties:

- They constitute a so-called workflow net [22], which means that they contain a starting place \( p_s \) such that \( p_s^\bullet = \emptyset \) and an ending place \( p_e \) such that \( p_e^\bullet = \emptyset \); and they are connected, that is, every node in the Petri net is on the path from \( p_s \) to \( p_e \).
- They are 1-safe, which means that each place contains at most one token at any state (i.e. for any place \( p \in P \), \( 0 \leq \mu(p) \leq 1 \)).
- They are free-choice, which implies that the choice between multiple transitions can never be influenced by the rest of the net (i.e. for any two different places \( \{ p_i, p_j \} \subseteq P \), \( p_i^\bullet \cap p_j^\bullet = \emptyset \) or \( p_i^\bullet = p_j^\bullet \)).

Besides, the transitions of the Petri net represent process activities (tasks) and the places represent states of the business process. Some special transitions, called silent transitions and colored in black, are incorporated for modeling specific process behavior. Therefore, to give more meaningful labels to the nodes of the Petri net, given the alphabet (set of labels) \( \Sigma \), the function \( \lambda : T \rightarrow \Sigma \cup \{ \epsilon \} \) assigns to each transition \( t \in T \) either a symbol from \( \Sigma \) or the empty string \( \epsilon \) (for silent transitions). Fig. 2 depicts the Petri net corresponding to the BPMN model in Fig. 1. For the purpose of this
paper, dashed places denote decision points. A place $p$ is a decision point if $|p^*| > 1$. At run time, a non-deterministic decision is made on the output transitions $p^*$ of a decision point $p$, and dashed arcs connected to these places denote different arcs that lead to different transitions (i.e. decisions) from which only one is to be fired during the execution of the system (e.g. decision $d_1$ in Fig. 1 corresponds to the flow arc $(p_6, t_1)$ in Fig. 2).

Three types of ordering relations can be identified between transitions of a Petri net. Specifically, given two transitions $t_x, t_y \in T$ of a Petri net, then:

- $t_x$ directly precedes $t_y$ ($t_x \rightarrow t_y$) if the net contains a path with exactly two arcs (i.e. $(t_x, p_i) \cup (p_i, t_y) \subseteq F$) leading from $t_x$ to $t_y$ (e.g. $t_{DB}$ and $t_{VB}$ in Fig. 2).
- This precedence relation is reduced to cover activity transitions in the direct activity precedence relation ($t_x \overset{a}{\rightarrow} t_y$), such that $t_j \rightarrow t_{j+1} \rightarrow \ldots \rightarrow t_n$, where only $t_j$ and $t_n$ are activity transitions (e.g. $t_{BM} \overset{a}{\rightarrow} t_{DB}$ and $t_{VB} \overset{a}{\rightarrow} t_{CM}$ in Fig. 2).
- $t_x$ is in conflict with $t_y$ ($t_x \# t_y$) when the Petri net contains a place $p$ where $\{t_x, t_y\} \subseteq p^*$ (e.g. $t_1$ and $t_2$ in Fig. 2). A conflict-free Petri net system has no two transitions in conflict relation.
- $t_x$ can be executed parallelly with $t_y$ ($t_x||t_y$) if $t_x$ and $t_y$ are neither in preceding nor in excluding relation (e.g. $t_{DB}$ and $t_{DF}$ in Fig. 2).

The selection of the resources that are suitable to execute a process activity is done by defining assignment constraints based on organizational and process-related information. Different types of organizational structures lead to different organizational models [8]. In this work we assume an organizational structure based on roles following the Role-Based Access Control (RBAC) model [2].

**Definition 3 (RBAC Model).** An RBAC Model is a 6-tuple $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$, where:

- $A$ is the set of activities that corresponds to the activity transitions in a $PNS = (P, T, F, \nu, M_0)$ that represents an executable business process, hence $A \subseteq T$,
- $R$ is the set of resources,
- $L$ is the set of roles,
- $S_{AL} \subseteq 2^{(A \times L)}$ is the set of activity-to-role assignment tuples specifying which activity can be executed by the resources associated with which role(s),
- $S_{RL} \subseteq 2^{(R \times L)}$ is the set of resource-to-role assignment tuples identifying the roles of a resource,
\( S_{LL} \subseteq 2^{(L \times L)} \) is the set of role-to-role assignment tuples that creates a hierarchical structure. The symbol \( \preceq \) indicates the ordering operator. If \( l_1 \preceq l_2 \), then \( l_1 \) is referred to as the senior of \( l_2 \) and therefore, the resources of \( l_1 \) can also execute the activities assigned to \( l_2 \). Conversely, \( l_2 \) is the junior of \( l_1 \). Note that for any \( l_i \preceq l_{i+1} \preceq \ldots \preceq l_j \), \( l_n \preceq l_m \) where \( i \leq m \leq n \leq j \).

For example, given the RBAC model in Table 1 for our running example, the activity *Study requirements* must be performed by managers and/or coordinators. Therefore, Amy, Oliver and Emma might be involved in its execution. However, we also need to know how many resources of each type are required.

**Definition 4 (Resource Requirement).** A resource requirement \( q \subseteq 2^{(L \times \mathbb{Z}_{\geq 0})} \) is a set of binary relations that represents the number of resources with role \( l \in L \) required.

<table>
<thead>
<tr>
<th>((a, l) \in S_{AL})</th>
<th>((r, l) \in S_{RL})</th>
</tr>
</thead>
<tbody>
<tr>
<td>{Study req., Manager}</td>
<td>{Amy, Manager}</td>
</tr>
<tr>
<td>{Study req., Coordinator}</td>
<td>{Oliver, Coordinator}</td>
</tr>
<tr>
<td>{Brief mile., Coordinator}</td>
<td>{Emma, Coordinator}</td>
</tr>
<tr>
<td>{Dev. backend, Coder}</td>
<td>{Glen, Software eng.}</td>
</tr>
<tr>
<td>{Dev. backend, Software eng.}</td>
<td>{Evan, Testing exp.}</td>
</tr>
<tr>
<td>{Verify backend, Testing exp.}</td>
<td>{Mia, Testing exp.}</td>
</tr>
<tr>
<td>{Verify backend, Software eng.}</td>
<td>{Drew, UI designer}</td>
</tr>
<tr>
<td>{Dev. frontend, UI designer}</td>
<td>{Ellen, UI designer}</td>
</tr>
<tr>
<td>{Dev. frontend, Coder}</td>
<td>{Jessie, Coder}</td>
</tr>
<tr>
<td>{Verify frontend, Testing exp.}</td>
<td>{Liam, Coder}</td>
</tr>
<tr>
<td>{Verify frontend, Software eng.}</td>
<td>{Alex, Coder}</td>
</tr>
<tr>
<td>{Check mile., Coordinator}</td>
<td></td>
</tr>
<tr>
<td>{Validate syst., Manager}</td>
<td></td>
</tr>
<tr>
<td>{Validate syst., Software eng.}</td>
<td></td>
</tr>
<tr>
<td>{Deploy syst., Manager}</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: RBAC model of the software company

<table>
<thead>
<tr>
<th>(a)</th>
<th>(q_a)</th>
<th>(\delta(a, q_a))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study req.</td>
<td>{Manager,1}</td>
<td>20</td>
</tr>
<tr>
<td>Study req.</td>
<td>{Manager,1, Coordinator,1}</td>
<td>15</td>
</tr>
<tr>
<td>Brief mile.</td>
<td>{Coordinator,1}</td>
<td>1</td>
</tr>
<tr>
<td>Dev. backend</td>
<td>{Software eng.,1, Coder,2}</td>
<td>10</td>
</tr>
<tr>
<td>Verify backend</td>
<td>{Testing exp.,1, Software eng.,1}</td>
<td>4</td>
</tr>
<tr>
<td>Dev. frontend</td>
<td>{UI designer,1, Coder,1}</td>
<td>12</td>
</tr>
<tr>
<td>Dev. frontend</td>
<td>{UI designer,1, Coder,2}</td>
<td>8</td>
</tr>
<tr>
<td>Verify frontend</td>
<td>{Testing exp.,1}</td>
<td>2</td>
</tr>
<tr>
<td>Check mile.</td>
<td>{Coordinator,1}</td>
<td>1</td>
</tr>
<tr>
<td>Validate syst.</td>
<td>{Manager,1, Software eng.,1}</td>
<td>18</td>
</tr>
<tr>
<td>Deploy syst.</td>
<td>{Manager,1}</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2: Activity and temporal requirement sets
Definition 5 (Resource Requirement Set of an Activity). A resource requirement set of an activity \( a \in A \) is \( Q_a \subseteq 2^q \). \( Q_a \) contains all different resource requirement sets that allow the activity \( a \) to be executed.

For instance, given the requirements in Table 2, we now see that Study requirements can be executed by one manager or by a team of one manager and one coordinator.

On the other hand, data related to the execution of the process (e.g. when and by whom each activity instance is executed) is usually stored in event logs.

Definition 6 (Event Log). An event log is a 6-tuple \( \mathcal{L} = (E, \varepsilon, \varrho, \alpha, \tau, T) \), where:
- \( E = \{e_1, e_2, ..., e_n\} \) is the set of events,
- \( \varepsilon : E \to \{\text{start, complete}\} \) assigns the event type to events,
- \( \varrho : E \to R \) assigns the resources to events,
- \( \alpha : E \to A \) assigns the activities to events,
- \( \tau : E \to Z_{\geq 0} \) assigns a timestamp to events,
- \( T = \{\sigma_1, \sigma_2, ..., \sigma_n\} \) is the set of traces (i.e. process instances), where \( \sigma_i \in E^* \) is a trace such that time is non-decreasing (i.e. \( 1 \leq j < k \leq |\sigma| : \tau(\sigma(j)) \leq \tau(\sigma(k)) \)).

The analysis of the event log can provide valuable information, such as the likelihood of different branches taken at the decision points.

Definition 7 (Temporal Requirement Function). The temporal requirement function of an activity requirement set \( \delta : (A \times Q_a) \to Z_{\geq 0} \) returns the duration required for an activity \( a \in A \) to be executed with the requirement set \( q_a \in Q_a \).

Table 2 indicates that the duration of Study requirements is 20 time units (TU) in case it is executed only by one manager, and 15 TU when it is allocated to a team with one manager and one coordinator. With this input data, resources can be allocated.

Definition 8 (Resource Allocation Problem). Given a conflict-free Petri net system \( PNS \) whose activities are in strict partial order (i.e. the precedence relation between activities is irreflexive, transitive and asymmetrical), an RBAC model \( O \), an event log \( \mathcal{L} \), one activity requirement set and an upper bound on the process makespan (or process cycle time) \( u \), the computation of a feasible allocation of resources is \( I \subseteq 2^{(2^R \times A \times U \times U)} \), where each activity \( a \in A \) is assigned to several resources that comply with the activity’s requirement set \( \{r_1, r_2, ..., r_n\} \subseteq 2^R \), a start time \( s_a \in U \) and a completion time \( c_a \in U \).

Only one resource requirement set per activity needs to be satisfied for the execution of the activity. For the formal representation of the resource allocation problem in business processes, we define two binary variables \( o_{ras} \) and \( o_{q_a, a} \), and a starting time \( s \in [0, u] \):

\[
o_{q_a, a} = \begin{cases} 
1, & \text{if the resource requirement set } q_a \in Q_a \text{ is selected for the execution of the activity } a, \\
0, & \text{otherwise.} 
\end{cases} 
\]
\[ o_{ras} = \begin{cases} 1, & \text{if the resource } r \text{ is allocated to the activity } a \text{ and } a \text{ starts at time } s, \\ 0, & \text{otherwise}. \end{cases} \] (2)

Note that if \( o_{q_a} = 1 \), the completion of \( a \) occurs at time \( s + \delta_{(a,q_a)} \). The objective function and the constraints of the model are as follows. For every \( r, r_j \in R; a_m, a_n \in A; q_x \in Q_{a_m}; q_y \in Q_{a_n}; s_o, s_p \in U; U = \{0, 1, ..., u\}; u \in Z_{>0} \) the objective is to

\[
\text{minimize } \max \left( \bigcup o_{q_a} a_m \cdot o_{r_i} a_m s_o \cdot (s_o + \delta_{(a_m,q_x)}) \right)
\] (3)

where

\[
o_{q_x} a_m \cdot o_{q_y} a_m = 0 \quad q_x \neq q_y \tag{4}
\]

\[
\sum o_{r_i} a_m s_o \cdot o_{q_x} a_m = n \cdot o_{q_x} a_m \quad (a_m,l) \in S_{AL}, (r_i,l) \in S_{RL}, (l,n) \in q_x \tag{5}
\]

\[
o_{r_i} a_m s_o, o_{r_j} a_m s_p = 0 \quad s_o \neq s_p \tag{6}
\]

\[
o_{r_i} a_m s_o, \left( s_o + \delta_{(q_x,a_m)} \right) \leq o_{r_j} a_n s_p \quad a_m \xrightarrow{a} a_n, \ o_{q_y} a_n = 1 \tag{7}
\]

\[
o_{r_i} a_m s_o, o_{r_j} a_n s_p = 0 \quad a_m \xrightarrow{a} a_n, o_{q_y} a_n = 1, \ [s_o, s_o + \delta_{(q_x,a_m)}] \cap [s_p, s_p + \delta_{(q_y,a_n)}] \neq \emptyset \tag{8}
\]

As the set of activities that are not followed by another activity are the last activities to be executed, the objective function (3) minimizes the completion time of the activity that has the greatest value. Constraint (4) ensures there is only one activity requirement set selected for each activity. Constraint (5) indicates that an activity must be allocated as many resources as described in each of its potential activity requirement sets (i.e. roles of required resources and their cardinalities are satisfied). Constraint (6) restricts each activity to having only one start time. Constraint (7) ensures that no activity is started until all its predecessors are completed. Constraint (8) enforces that no resource is allocated to any parallel pair of activities that have overlapping execution periods.

A feasible allocation occurs when \( I \) satisfies the constraints (4-8). By taking into account the minimization objective (3), the time optimal allocation \( I_{opt} \) is achieved.

### 4 History-aware Dynamic Process Fragmentation

Our approach is based on two steps. First, we compute the probabilities of taking every single decision involved in the decision points of the process by analyzing previous executions stored in an event log. To do so, we define a decision probability function.

**Definition 9 (Decision Probability Set Function).** The decision probability set function \( \Psi_{P,N,L} : (P \times T \times Z_{>0}) \rightarrow 2^{P_{NS}} \) builds the set of probabilities of transition \( t \in T \) (i.e. decision) being fired at a place \( p \in P \) (i.e. decision point) for the \( n \)th time for each trace \( \sigma \in T \) in the event log \( L \), where \( p \in P, n \in Z_{>0}, P \in PNS, T \in PNS \) and
\( T \in L \). Let \( \varphi : (T \times T \times \mathbb{Z}_{\geq 1}) \rightarrow \mathbb{Z}_{\geq 0} \) be the function that returns the number of occurrences of \( t \in T \) in \( \sigma \in T \) at its first \( i \) position, where:

\[
\varphi(\sigma, t, i) = \sum_{j \in \{1, \ldots, |\sigma|\}} \begin{cases} 
1 & \text{for } \alpha(\sigma(j)) = t, j \leq i, \\
0 & \text{otherwise}.
\end{cases}
\]

(9)

then the decision probability set is calculated as follows:

\[
\Psi_{PN,L}(p, t, n) = \bigcup_{\sigma \in T} \sum_{i \in \{1, \ldots, |\sigma|\}} \begin{cases} 
1 & \text{for } \alpha(\sigma(i)) = t', t' \in \bullet p, \\
\varphi(\sigma, t', i) = n, & \text{for } \alpha(\sigma(i+1)) = t, \\
0 & \text{otherwise}.
\end{cases}
\]

(10)

**Definition 10 (Decision Probability Function).** The decision probability function \( \psi_{PN,L} : (P \times T \times \mathbb{Z}_{>0}) \rightarrow \mathbb{R}_{[0,1]} \) calculates the mean probability of a decision \( t \in T \) being made at a decision point \( p \in P \) for the \( n \)th time via returning the mean value of elements in the set that the function \( \Psi_{PN,L} \) builds.

\[
\psi_{PN,L}(p, t, n) = \frac{\sum_{x \in \Psi_{PN,L}(p, t, n)} x}{|\Psi_{PN,L}(p, t, n)|}
\]

(11)

For instance, in our running example the option \( d_1: \text{backend change not required} \) (i.e. \( (p_6, t_1) \)) is selected in 20% of the cases and \( d_2: \text{backend change required} \) (i.e. \( (p_6, t_2) \)) in 80% of the cases at their first run. Table 3 shows the probabilities computed from the event log over the Petri net in Fig. 2.

Second and lastly, we select a fragment of the business process for resource allocation. The selection of the fragment depends on a fragmentation threshold and the computed decision probabilities. The higher the fragmentation threshold, the smaller the fragment of the process selected for allocation (thus hypothetically the lower the

<table>
<thead>
<tr>
<th>Decision</th>
<th>((p, t))</th>
<th>(\psi_{PN,L}(p, t, 1))</th>
<th>(\psi_{PN,L}(p, t, 2))</th>
<th>(\psi_{PN,L}(p, t, 3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_1)</td>
<td>((p_6, t_1))</td>
<td>0.20</td>
<td>0.90</td>
<td>0.80</td>
</tr>
<tr>
<td>(d_2)</td>
<td>((p_6, t_2))</td>
<td>0.80</td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>(d_3)</td>
<td>((p_{10}, t_3))</td>
<td>0.55</td>
<td>0.40</td>
<td>0.70</td>
</tr>
<tr>
<td>(d_4)</td>
<td>((p_{10}, t_4))</td>
<td>0.45</td>
<td>0.60</td>
<td>0.30</td>
</tr>
<tr>
<td>(d_5)</td>
<td>((p_{13}, t_{VS}))</td>
<td>0.80</td>
<td>0.50</td>
<td>0.80</td>
</tr>
<tr>
<td>(d_6)</td>
<td>((p_{13}, t_5))</td>
<td>0.20</td>
<td>0.50</td>
<td>0.20</td>
</tr>
<tr>
<td>(d_7)</td>
<td>((p_{14}, t_{DS}))</td>
<td>0.90</td>
<td>0.55</td>
<td>n/a</td>
</tr>
<tr>
<td>(d_8)</td>
<td>((p_{14}, t_{6}))</td>
<td>0.10</td>
<td>0.45</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 3: Decision probabilities
risk of an unfeasible allocation). A process fragment either starts at the starting place of the process and ends at a decision point, or starts at a decision point and ends at another decision point, or starts at a decision point and ends at the end of the process.

**Definition 11 (Dynamic Process Fragmentation (DPF)).** Given a Petri net system $PNS = (P, T, F, ν, M_0)$ representing a business process, and a fragmentation threshold $χ \in \mathbb{R}_{[0,1]}$, we generate a process fragment $φ = (P', T', F', Σ, λ')$. The process fragmentation function $γ_{PNS} : (M \times χ \times ϵ_f) \rightarrow 2^{F'}$ generates all the arcs of the process fragment $φ$ with the help of the decision probability function $ψ_{PNS, L}$ and the state transition function $Ω_{PNS}$. The initial value of the input $ϵ_f$ is always 1 because the starting arc must be in $φ$. $γ_{PNS}$ copies the outgoing arcs at place $t$ where the given marking indicates a token while checking for the halting condition, which is bound to decision probability values computed by $ψ_{PNS, L}$, arc probability value $ϵ_f$, and the fragmentation threshold $χ$. $Ω_{PNS}$ copies the outgoing arcs at transitions while updating the marking $M$ of the Petri net with respect to a given enabled transition $t \in T$ and returning the updated marking back to $γ_{PNS}$. The copy function $κ : (P \cup T) \rightarrow (P' \cup T')$ copies the nodes of Petri net. The counting function $θ : (T \times Σ) \rightarrow \mathbb{Z}_{\geq 0}$ counts the occurrences of a transition $t \in T$ in a firing sequence $σ \in Σ$.

$$γ_{PNS}(M, χ, ϵ_f) = \begin{cases} (κ(p), κ(l)) \cup Ω(t, M, ϵ_f) & \mu(p) = 1, |p^*| = 1, t \in p^*; \\
(κ(p), κ(l)) \cup Ω(t, M, ϵ_f \cdot ψ_{PNS, L}(p, t, j)) & μ(p) = 1, |p^*| > 1, t \in p^*; \\
0 & \theta(t, σ) = i, j = i + 1, \epsilon_f \cdot ψ_{PNS, L}(p, t, j) \geq χ, \text{otherwise.} \end{cases} \tag{12}$$

$$Ω_{PNS}(t, M, ϵ_f) = \begin{cases} \bigcup_{p' \in \bullet t} (κ(t), κ(p')) \cup γ_{PNS}(M', ϵ_f) & \forall p' \in \bullet t, μ(p') = 1, \\
0 & M \Downarrow M', \text{otherwise.} \end{cases} \tag{13}$$

$P'$, $T'$, and $F'$ are defined as follows:
- $F' \subseteq (P' \times T') \cup (T' \times P')$, $κ(p) \in P'$, $κ(l) \in T'$,
- $P \subseteq P'$ and $T \subseteq T'$,
- $\forall p' \in P'$, $|p^*| = 1$ and $φ$ is acyclic.

$φ$ may contain multiple copies of the nodes (places and transitions) in the original Petri net system $PNS$ when $χ$ has a value closer to the lower limit 0 and the given $PNS$ contains loops. In such a scenario, the fragmentation may include the same looping decision multiple times. Fig. 3 shows resource allocations with DPF on the software development process (cf. Fig. 2) using the resources described in Tables 1 and 2 at run time with $χ = 0.65$. After the process fragment $φ_1$ is generated and the resources are allocated, the process execution starts. In $φ_1$ the looping decision $d_2$ is taken once and the fragment ends at $p_7$ and $p_{10}$. This indicates that two informed assumptions are made at the decision point $p_6$ (i.e. $ψ_{PNS, L}(p_6, t_2, 1) \cdot ψ_{PNS, L}(p_6, t_1, 2) \geq χ$). At the first ending place $p_{10}$, neither of the decision probabilities is higher than $χ$ (i.e. $ψ_{PNS, L}(p_{10}, t_3, 1)$ is
Fig. 3: Process fragments in run-time with a fragmentation threshold of 0.65

0.55 and $\psi_{PN,E}(p_{10}, t_4, 1)$ is 0.45), hence this branch ends there. The DPF also ends at $p_7$ owing to the fact that the execution of the other parallel branch has not finished and thus $t_4$ cannot be enabled at 30 TU. When Evan finishes executing Verify frontend at 30 TU, the decision $d_3$ is adopted and the DPF generates the second process fragment $\phi_2$. This fragment ends at $p_{11}$ due to the same reason of $p_7$. At 44 TU, the execution of both parallel branches is finished and the DPF generates the third process fragment $\phi_3$, which ends at $p_{14}$. After the activity Check Milestone is executed by Emma, $d_6$ is adopted at run time instead of the assumed decision $d_5$ during the DPF. This disruption causes the DPF to generate $\phi_4$ starting from the decision point $p_{13}$ towards the adopted decision $d_6$. This procedure continues until the process execution ends.

5 Evaluation

To test the effectiveness of our approach, we have developed a proof-of-concept implementation that lies on the system architecture illustrated in Fig. 4\(^2\). The components providing input data for our approach are a Data Repository, which contains design-time process and organizational data; and Event logs, which store traces of past process

\(^2\) With the Fundamental Modeling Concepts (FMC) notation (www.fmc-modeling.org/).
executions. The other components address the process fragmentation and resource allocation problems and have been implemented as explained next.

**Decision Probability Miner.** This component takes over the implementation of the decision probability function $\psi$ (cf. Equation 11 in Definition 10). It receives a request from the Process Fragment Generator specifying the decision points for which the probability values need to be computed. It takes the process model and the event log as input to derive probability values at these decision points.

**Process Fragment Generator.** This component is the implementation of the $\kappa$, $\Omega$ and $\gamma$ functions described in Definition 11. It receives from the PAIS a request describing the current marking of the Petri net system and the fragmentation threshold value $\chi$, selects an appropriate process fragment $\phi$ and sends a request to the Resource Allocator for performing the allocation of resources on it. Once receiving the response back from the allocator, it returns the optimal allocation $I_{opt}$ back to the PAIS.

**Resource Allocator.** This component performs the resource allocation mechanism as described in Definition 8. It receives a request from the Process Fragment Generator with the process fragment to which the resources are to be allocated. All the other necessary knowledge is retrieved from the Data Repository.

The Resource Allocator and Process Fragment Generator components have been implemented using ASP [3], a declarative (logic-programming-style) paradigm for solving combinatorial search problems. We omit details here due to space limitations but refer to [5] for a brief introduction to ASP and a description of how to encode the resource allocation problem.

As depicted in Fig. 4, both the data sources and the purpose-specific components of the framework interact with a PAIS, which is responsible for process enactment. Note that the framework could be adapted to be used in other environments (e.g. with elastic processes to be executed in the Cloud where cloud resources need to be allocated).
Our method has been evaluated under the hypothesis that the higher the fragmentation threshold value $\chi \in \mathbb{R}_{[0,1]}$ is, the lesser discrepancy occurs between the allocations and run time. To test this hypothesis, we first generate Petri nets with decision points and loops, and label each decision arc $(p, t)$ where $|p^*| > 1$ with random probability values such that the sum of decision probabilities of every $p \in t$ is 1. Second, we generate the necessary input data for performing the resource allocation task (i.e. Definitions (1-6)) for each Petri net system. Afterwards, we simulate the execution of processes under different fragmentation threshold values and count the number of required reallocations where a low number of reallocation indicates a more robust execution.

We generate the Petri nets using the Generate block-structured stochastic Petri net plug-in [15] of the process mining tool ProM [20]. This generator performs a series of random structured insertion operations of new control-flow constructs resulting in a random Petri net given a number of transitions and a degree of parallelism, exclusiveness and cyclicity between the integer values 0 and 100. For our evaluation, we generated 8 Petri nets with 30 activity transitions using this Petri net generator and the properties of the problem instances created are summarized in Table 4. In this table, $id_{PN}$ is the identifier of each different Petri net; $deg_{par}$, $deg_{exc}$, and $deg_{cyc}$ are the input parameters for adjusting the level of parallelism, exclusiveness and cyclicity; and $sym$ is the symbol we use to depict the simulation behavior of Petri nets in Fig. 5. We summarize the properties of problem instances in Table 3 where $id_i$ is the problem instance identifier; $id_{PN}$ is the identifier of the Petri net used (cf. Table 4); and $\chi$ is the fragmentation threshold value used in the simulation environment while dynamically fragmenting the nets and performing the allocation of resources.

<table>
<thead>
<tr>
<th>$id_{PN}$</th>
<th>$deg_{par}$</th>
<th>$deg_{exc}$</th>
<th>$deg_{cyc}$</th>
<th>$sym$</th>
<th>$id_{PN}$</th>
<th>$deg_{par}$</th>
<th>$deg_{exc}$</th>
<th>$deg_{cyc}$</th>
<th>$sym$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>×</td>
<td>5</td>
<td>75</td>
<td>45</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>75</td>
<td>45</td>
<td>+</td>
<td>6</td>
<td>75</td>
<td>75</td>
<td>45</td>
<td>&lt;</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>45</td>
<td>75</td>
<td>•</td>
<td>7</td>
<td>75</td>
<td>45</td>
<td>75</td>
<td>&gt;</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>75</td>
<td>75</td>
<td>γ</td>
<td>8</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>⋆</td>
</tr>
</tbody>
</table>

Table 4: Properties of Petri net instances

<table>
<thead>
<tr>
<th>$id_i$</th>
<th>$id_{PN}$</th>
<th>$\chi$</th>
<th>$id_i$</th>
<th>$id_{PN}$</th>
<th>$\chi$</th>
<th>$id_i$</th>
<th>$id_{PN}$</th>
<th>$\chi$</th>
<th>$id_i$</th>
<th>$id_{PN}$</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>11</td>
<td>3</td>
<td>0.1</td>
<td>21</td>
<td>5</td>
<td>0.1</td>
<td>31</td>
<td>7</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.25</td>
<td>12</td>
<td>3</td>
<td>0.25</td>
<td>22</td>
<td>5</td>
<td>0.25</td>
<td>32</td>
<td>7</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.5</td>
<td>13</td>
<td>3</td>
<td>0.5</td>
<td>23</td>
<td>5</td>
<td>0.5</td>
<td>33</td>
<td>7</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.75</td>
<td>14</td>
<td>3</td>
<td>0.75</td>
<td>24</td>
<td>5</td>
<td>0.75</td>
<td>34</td>
<td>7</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.9</td>
<td>15</td>
<td>3</td>
<td>0.9</td>
<td>25</td>
<td>5</td>
<td>0.9</td>
<td>35</td>
<td>7</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0.1</td>
<td>16</td>
<td>4</td>
<td>0.1</td>
<td>26</td>
<td>6</td>
<td>0.1</td>
<td>36</td>
<td>8</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0.25</td>
<td>17</td>
<td>4</td>
<td>0.25</td>
<td>27</td>
<td>6</td>
<td>0.25</td>
<td>37</td>
<td>8</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>0.5</td>
<td>18</td>
<td>4</td>
<td>0.5</td>
<td>28</td>
<td>6</td>
<td>0.5</td>
<td>38</td>
<td>8</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>0.75</td>
<td>19</td>
<td>4</td>
<td>0.75</td>
<td>29</td>
<td>6</td>
<td>0.75</td>
<td>39</td>
<td>8</td>
<td>0.75</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.9</td>
<td>20</td>
<td>4</td>
<td>0.9</td>
<td>30</td>
<td>6</td>
<td>0.9</td>
<td>40</td>
<td>8</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 5: Properties of problem instances
Fig. 5 illustrates two similar results from different simulation runs. The $x$ axis is the fragmentation threshold and the $y$ axis is the number of calls for the resource reallocation mechanism during simulation to be able to repair the existing allocations due to a different decision path is taken at run time than assumed at DPF. The trend lines are almost parallel and they support our hypothesis.

Our DPF implementation has been run on an Ubuntu Linux server (64bit) with a 16 core 2.40 GHz Intel Xeon Processor and 64 GB of RAM. DPF calls consistently took less than a minute and consumed less than 1 GB of memory given Petri nets in Table 4. Our ASP encoding (accompanied with a description) of the Process Fragment Generator, the simulation environment (with visualizations as in Fig. 5) in Python and the problem instances are available at https://urban.ai.wu.ac.at/~havur/dpf/.

6 Related Work

We next summarize the most representative approaches related to resource allocation in several domains. The evaluation criteria used to compare the approaches include: (i) the risk taken for resource allocation; (ii) whether historical data from event logs is used to more accurately deal with uncertainty; and (iii) whether optimization functions for performance metrics are aimed for or, on the contrary, finding a feasible allocation for the entire process suffices. The results are collected in Table 6, where N.A. indicates that the criterion is non-applicable due to the characteristics of the approach.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Risk taken</th>
<th>History-aware?</th>
<th>Optimal solution?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>High</td>
<td>N.A.</td>
<td>No</td>
</tr>
<tr>
<td>[21, 16]</td>
<td>Low</td>
<td>N.A.</td>
<td>Yes</td>
</tr>
<tr>
<td>[19, 6]</td>
<td>High</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[4, 5]</td>
<td>High</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>DPF (our approach)</td>
<td>Flexible</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6: Characteristics of current resource allocation and scheduling methods
Scheduling is concerned with the optimal allocation of scarce resources to tasks over time [10]. The problem has been addressed in several domains, especially in Operations Research, where tasks are typically referred to as “operations” or “steps of a job”. In such a domain, surgery scheduling problems, and more specifically the operating room scheduling problem, have been extensively investigated. The most expressive approach in this domain was recently developed by Riise et al. [14]. They propose a model for a “generalised operational surgery scheduling problem” (GOSSP) that can express a wide range of real world surgery scheduling problems as an extension of the multi-mode resource-constrained project scheduling problem with generalized precedence relations (MRCPSP-GPR). Similarly to other approaches in that field, resource allocation is addressed as a two-step problem (assignment and scheduling), and the objective is to minimize the makespan when scheduling several projects (which can contain parallelism but no decision points) at the same time. As an outcome, oftentimes only some projects might be scheduled: those for which all tasks can be allocated. Consequently, feasibility is actually pursued. Besides the surgery scheduling problems, project scheduling in general has been widely investigated [23, 7]. However, due to the inherent differences between projects and business processes (e.g. projects are typically defined to be executed only once and decision points are missing), the problem is approached differently.

In the Business Process Management (BPM) domain, the state-of-the-art on resource allocation does not reach the maturity level of other domains despite the acknowledged importance of the problem [1]. Due to the computational cost that it entails, the existing techniques tend to search either for a feasible solution without applying optimizations [19], or for a local optimal using a greedy approach that might find a feasible but not necessarily a global optimal solution [21]. A framework is proposed in [9] to specify resource requirements where allocation services are independent of respective process models. Otherwise, the existing work has mostly relied on Petri nets. Van der Aalst [21] introduced a timed Petri net based scheduling approach considering activities, resources and temporal constraints. However, modeling this information for multiple process instances leads to very large Petri nets. Rozinat et al. [16] used Coloured Petri nets (CPNs) to overcome the problems encountered in timed Petri nets. In CPNs, classes and guards can be specified to define any kind of constraint. However, the approach is greedy such that resources are allocated to activities as soon as they are available. This may make the allocation problem unsatisfiable or incur in a longer makespan and cost. Several attempts have also been done to implement the problem as a constraint satisfaction problem, considering the business process as a whole for the allocation. For instance, Senkul and Toroslu [19] developed an architecture to specify resource allocation constraints and a Constraint Programming (CP) approach to schedule a workflow according to the constraints defined for the tasks. They aimed at obtaining a feasible rather than an optimal solution, and historical data from previous executions was disregarded. Later on, Heinz and Beck [6] demonstrated that models such as Constraint Integer Programming (CIP) outperform the standard CP formulations. Loops were disregarded in all these approaches. Global optimization is possible at a reasonable computational cost even with complex settings (including loops) using ASP [4, 5]. However, the approaches developed with this formalism had no far con-
sidered historical data in the allocations. The dynamic process fragmentation (DPF) approach presented in this paper bridges the gap currently existing in the BPM domain and advances the state-of-the-art towards more realistic resource allocations.

7 Conclusions and Future Work

From this work we conclude that it is possible to allocate resources to process activities taking into account past execution data and the influence of uncertainty in the degree of risk taken when making decisions. Our approach for dynamic process fragmentation allows for a higher flexibility that helps to reduce the reallocation efforts. Furthermore, note that depending on the characteristics of the business process as well as the specific historical values available, the approach can behave as an offline, an online or a quasi-online scheduling approach [18]. Future work involves the implementation and testing of the approach in a real setting in connection with a PAIS.
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Abstract. Rapid advances in manufacturing technologies have spurred a tremendous focus on automation and flexibility in smart manufacturing ecosystems. The needs of customers require these ecosystems to be capable of handling product variability in a prompt, reliable and cost-effective way that exposes a high degree of flexibility. A critical bottleneck in addressing product variability in a factory is the manual design of manufacturing processes for new products that heavily relies on the domain experts. This is not only a tedious and time-consuming task but also error-prone. Our method supports the domain experts by generating manufacturing processes for the new products by learning the manufacturing knowledge from the existent processes that are designed for similar products to the new products. We have successfully applied our approach in the gas turbine manufacturing domain, which resulted in a significant decrease of time and effort and an increase of quality in the final process design.
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1 Introduction

With the surging demand for individualized products, the need for flexible production facilities and intelligent manufacturing infrastructures is also increasing. The design of manufacturing processes becomes complex when the products consist of many different parts. The manufacturing industry is still heavily dependent on domain experts to design processes for assembly and production. The search for a feasible process is usually conducted manually by these experts starting with solutions based on analytical calculations and past experiences. The resultant processes are iteratively improved by making changes in the tasks, control-flow and assigned resources. In such a setting, process design becomes a tedious task which is prone to human errors and can lead to sub-optimal processes and a waste of valuable resources. This task also requires a lot of effort when the manufacturing knowledge must be collected from discussions with experts from different disciplines.

\textsuperscript{*} Funded by the Austrian Science Fund (FWF) Elise Richter programme under agreement V 569-N31 (PRAIS).
Many methods, techniques and tools have been developed to support process generation and decision making depending on the structure, availability, and values of product data [1, 2, 3, 4, 5]. However, most of them focus on informational products (where the emphasis is on the collection, processing and aggregation of information), and the automated generation of manufacturing processes for new physical products from the existing processes remains as a challenge.

To assist the domain experts with such a cumbersome task, we have developed a multi-perspective statistical method for generating manufacturing processes from the already existing processes for products which share similar features with the new product. The functional perspective is linked with selecting the relevant tasks to the new product, the behavioral perspective orders these tasks (i.e. the control flow is implemented), and the organizational perspective assigns the necessary resources to the tasks of the generated processes [6]. Therefore, the domain experts are provided with multi-perspective process alternatives that can be reviewed, validated and deployed. We have implemented and tested the approach in a real environment from the gas turbine manufacturing domain. Not only the time and potential cost of the design of the new manufacturing process were saved but also better quality processes happened to be designed following this software-aided approach.

The paper is structured as follows. Section 2 defines concepts needed to understand our approach. Section 3 introduces our process generation method and describes an example scenario that illustrates the method in action. Section 4 briefly describes how the approach has been validated. Section 5 provides a description of the state-of-the-art on related research. Finally, Section 6 outlines the conclusions drawn from the work along with its limitations and potential future steps.

2 Background

For the sake of understanding, in the following we briefly define the concepts (stemming from the manufacturing domain) that are involved in our process generation method:

**Definition 1 (Product).** A product $p$ is a finished good that is manufactured. It consists of parts (materials) that can be described by features. The product parts are usually represented as a Bill of Materials (BoM). Such a product could be the result of a manual product design activity.

**Definition 2 (Task).** A task $t$ is a discrete step in the manufacturing process of a product $p$ such as a production operation acting on one or a set of input materials (e.g. drilling a hole into a workpiece or inserting a module into a slot of a base plate).

**Definition 3 (Resource).** A resource $r$ is assigned to the task $t$ for enabling its execution. It can be a production or transportation equipment, like a robot, a computer numerical control (CNC) machine, a 3D printer, or a conveyor belt. Human workers are modeled as resources as well.

**Definition 4 (Manufacturing Process).** A manufacturing process $q$ is a sequence of tasks for manufacturing a product $p$. It is a directed path graph\(^1\) where the vertices...
represent the tasks and the edges represent the control flow for manufacturing a product starting from raw or input materials. $q = (T, E)$, where $t_1, t_2, ..., t_n \in T$ are tasks, and each edge $(t_i, t_j) \in E$ represents a direct precedence relation between two tasks, meaning that task $t_j$ starts after task $t_i$ ends. The function $\gamma : (Q \times T) \rightarrow 2^R$ maps each task in a process to a set of possible resources that can execute the task.

**Definition 5 (Feature).** Each product is described by a set of features. Let $F$ be the set of features of the already manufactured products. In the descriptions below, we use the following mappings:

- $\phi_t : T \rightarrow 2^F$ maps a task $t$ to the set of features that the task contributes to; $\phi_t(t) \subseteq F$.
- $\phi_q : Q \rightarrow 2^F$ maps a process $q = (T, E)$ to the set of features that all of its tasks $T = \{t_1, t_2, ..., t_n\}$ contribute to; $\phi_q(q) = \bigcup_{i=1..n} \phi_t(t_i)$.

A (product) feature is a property of the final product from the customer’s point of view. For instance, a metal workpiece could be hardened, colored, or perforated. We assume that the mapping from tasks to features is labelled manually by domain experts or learned automatically by process mining tools [7] in the manufacturing ecosystem.

The problem space of producing a new product is defined by a set of features, while the manufacturing process with assigned resources represent the solution space. In our context, the relationship between features and tasks is especially important: a task contributes to the realization of one or more features. More than one task are typically involved in the realization of a feature.

Therefore, given a new product design BoM, a set of features $F$, a set of tasks $T$, and a set of resources $R$ extracted from existing processes, the **Process Generation Problem** can be divided into the following sub-problems:

- **Task Selection Problem:** Find a subset $T'$ of the set of tasks $T$ ($T' \subseteq T$) needed for manufacturing the new product design.
- **Process Sequencing Problem:** Find a total ordering relation on $T'$.
- **Resource Assignment Problem:** For each task of $T'$, find a resource that is able to perform this task.

A solution to the process generation problem should fulfill several quality criteria. First of all, a solution must be technically feasible, satisfying technical constraints (e.g. the transport of materials from one resource to the resource of the subsequent process must be possible, and a drilling machine for wood can only drill holes into wooden workpieces, not into metals). Second, a solution must be effective (i.e. all features of the new product must be covered by the selected tasks). Lastly, a solution must be efficient, which means that it should contain no- or only a minimum- number of tasks that do not contribute to the product features. Technical feasibility and effectiveness of generated processes depend on the quality of existing processes. The length-optimality of generated processes is imposed in the proposed method with an optimization function.
3 Automated Multi-perspective Process Generation

We start explaining our work with an overview of the technical features. We refer the reader to Fig. 1 for an overview of input-output relations of the definitions while reading this section. Our major component, the Process Generator, takes a set of manufacturing processes \( Q = \{q_1, q_2, \ldots, q_n\} \) of products already manufactured, a set of (goal) features \( F_G \) of a new product \( p \), and a total weighted graph \( g_A \) which contains the task and weights learned from the existing processes and features. A solution to a process generation problem is a set of alternative processes \( H = \{h_1, h_2, \ldots, h_m\} \), each of which is a process candidate for manufacturing the new product \( p \) with features \( F_G \). On the other hand, the Resource Assignment component requires \( Q, H \), and a function \( \gamma \) that maps the tasks in the process set \( Q \) to their previously assigned resources. The solution to the resource assignment problem is a function \( \gamma_H \), which learns the preferences of resources from \( \gamma \) and provides a set of resource-probability pairs for each task in \( H \).

We motivate our approach with an example scenario for metalware production derived from the requirements from the gas turbine domain shown in Fig. 2. A metalware factory manufactures three different products: Steel Pot (Fig. 2.a), Gear (Fig. 2.b), and File Organizer (Fig. 2.c). They would like to automatically find out how to produce a Drainer (Fig. 2.d) by using the existing manufacturing knowledge. A process details this knowledge into a manufacturing process for each product (e.g. the process for producing Steel Pot \( q_{sp} = (T_{sp}, E_{sp}) \)). Note that each task \( t \) is remarked by initials of its label (e.g. \( t_{ld} \) corresponds to the task Laser Drilling). The task set \( T_{sp} \) consists of the tasks \( t_s, t_{pr}, t_{ld}, t_w, \) and \( t_{qc} \). The edge set \( E_{sp} \) consists of the edges \( (t_s, t_{pr}), (t_{pr}, t_{ld}), (t_{ld}, t_w), \) and \( (t_w, t_{qc}) \). The set of resources that can execute each task is shown below the task, e.g. \( \gamma(q_{sp}, t_s) = \{r_1, r_2, r_4\} \). We assume that the tasks in the existing processes are
Fig. 2: The products being produced in the metal factory with their corresponding manufacturing processes: (a) Steel Pot with its process $q_{sp}$, (b) Gear with its process $q_{g}$, (c) File Organizer with its process $q_{fo}$, and the goal product (d) Drainer.

labelled by the features that they contribute to. These features are listed beneath the tasks (e.g. $\phi_t(t_1) = \{\text{has handle, perforated}\}$). The feature set of the process $q_{sp}$ is $\phi_q(q_{sp}) = \{\text{concave, has handle}\}$. The feature set of the goal product Drainer is $F_G = \{\text{concave, perforated, colored, has handle}\}$.

Definition 6 (Task Filtering by Features). A function $l_t : 2^T \rightarrow 2^T$ selects all tasks of a set of tasks $T$ that contribute to at least one feature of the goal features $F_G$:

$$l_t(T) = \{ t \in T \mid \phi_t(t) \cap F_G \neq \emptyset \}$$
Definition 7 (Edge Filtering by Features). A function \( l_e : 2^E \rightarrow 2^E \) selects all edges of a process \((T, E)\) whose tasks contribute to at least one feature of the goal features \( F_G \):

\[
l_e(E) = \{ e \in E \mid \phi_t(t_i) \cup \phi_t(t_j) \cap F_G \neq \emptyset \text{ where } e = (t_i, t_j) \}
\]

Definition 8 (Total 1-Weighted Graph). A total 1-weighted graph \( g_{O} = (T_{O}, E_{O}, w_{O}) \) is derived from a set of processes \( Q = \{q_1, q_2, ..., q_n\} \), where \( q_i = (T_i, E_i) \), in the following way:

\[
T_{O} = T_1 \cup T_2 \cup ... \cup T_n \\
E_{O} = E_1 \cup E_2 \cup ... \cup E_n \\
w_{O} : E_{O} \rightarrow 1 \text{ (all edges have a weight of 1)}
\]

Therefore, the total 1-weighted graph is the union of past processes with edge weight of 1. Fig. 3 shows the total 1-weighted graph which is the union of processes in Fig. 2: \( q_{sp}, q_{g}, \) and \( q_{fo} \).

Definition 9 (Total Feature Weighted Graph). A total feature weighted graph \( g_{F} = (T_{F}, E_{F}, w_{F}) \) is derived from a set of processes \( Q = \{q_1, q_2, ..., q_n\} \), where \( q_i = (T_i, E_i) \), in the following way:

\[
T_{F} = \text{tasks of edges } l_e(E_1) \cup l_e(E_2) \cup ... \cup l_e(E_n) \\
E_{F} = l_e(E_1) \cup l_e(E_2) \cup ... \cup l_e(E_n) \cup E_+ \\
\text{where } E_+ = \{(t_i, t_j) \mid t_i, t_j \in l_{l}(T_{F}) \text{ and no path}^2 \text{ between } t_i \text{ and } t_j \}
\]

The weight function \( w_{F} : E \rightarrow \mathbb{Z}_{\geq 0} \) is defined as

\[
w_{F}(e) = \begin{cases} 
\max(1, |(\phi_t(t_1) \cup \phi_t(t_2)) \cap F_G|) & \text{where } e = (t_1, t_2) \text{ and } e \in E_+ \\
|(\phi_t(t_1) \cup \phi_t(t_2)) \cap F_G| & \text{otherwise}
\end{cases}
\]

Following up on our running example, after deriving the total 1-weighted graph we introduce the total feature weighted graph \( g_{F} \) in Fig. 4, which favours the edges with tasks that have overlapping features with \( F_G \). Let us consider the edge \((t_{pr}, t_{ld})\).

---

2 A *path* in a graph is a sequence of edges which connect a sequence of vertices that are all distinct from one another.
Its weight is \( w_F((t_{pr}, t_{ld})) = 3 \), because \( t_{pr} \) and \( t_{ld} \) have 3 features of \( F_G \) (concave, perforated, and has handle). Moreover, the tasks that have overlapping features with \( F_G \), but with no existing path in between, are connected bidirectionally. For example, Welding \( t_w \) and Painting \( t_{pa} \) have features has handle and colored which are in \( F_G \), however they are not connected in \( g_O \). Therefore, the edges \((t_w, t_{pa})\) and \((t_{pa}, t_w)\) are introduced in \( E_+ \).

**Definition 10 (Total Weighted Graph).** Let \( g_O = (T_O, E_O, w_O) \) and \( g_F = (T_F, E_F, w_F) \) be the total 1-weighted graph and the total feature graph corresponding to a set \( Q \) of existing processes, respectively. The total weighted graph \( g_A = (T_A, E_A, w_A) \) is defined as follows:

\[
T_A = T_O
\]
\[
E_A = E_O \cup E_+
\]
\[
w_A(e) = \begin{cases} 
  w_O(e) + w_F(e) & \text{if } e \in E_F \\
  w_O(e) & \text{if } e \notin E_F 
\end{cases}
\]

The total weighted graph in Fig. 5 is the aggregate graph of \( g_O \) and \( g_F \) as described above. This graph is the input graph for the process generation.

**Definition 11 (Process Sequencing Problem).**

Let \( g_A = (T_A, E_A, w_A) \) be the total weighted graph. Let \( T_S \subset T_A \) be the set of source tasks, i.e., tasks without incoming edges. Let \( T_K \subset T_A \) be the set of sink tasks, i.e., tasks without outgoing edges. The goal of process generator is to compute a set of process graphs \( H = \{h_1, h_2, ..., h_n\} \) where any \( h = (T, E) \in H, T = \{t_i, t_{i+1}, ..., t_j\}, E = \{(t_i, t_{i+1}), (t_{i+1}, t_{i+2}), ..., (t_{j-1}, t_j)\} \) has the following properties:
Fig. 6: Generated process alternatives $H = \{h_1, h_2, h_3\}$ for Drainer.

- $h$ is acyclic,
- $h$ starts from a source task ($t_i \in T_S$) and ends at a sink task ($t_j \in T_K$), and
- $\phi_q(h) \supseteq F_G$.

The minimization of an objective function $c(E)$ is desirable for ordering the generated process graphs:

$$c(E) = \sum_{e \in E} \frac{1}{w_A(e)}$$

Fig. 6 shows three alternative generated processes $h_1$, $h_2$, and $h_3$ for manufacturing Drainer. The process with the minimum optimization function value $h_1$ is highlighted in the total weighted graph $g_A$. All the generated processes satisfy the properties in Def. 11, namely

- $h_1$, $h_2$, and $h_3$ are path graphs,
- $t_s$ is a source task, and $t_qc$ is a sink task, and
- $\phi_q(h_1) \supseteq F_G$, $\phi_q(h_2) \supseteq F_G$, and $\phi_q(h_3) \supseteq F_G$, i.e. the union set of features of each generated process is a superset or equal to $F_G$.

The processes are ranked with respect to the value of objective function, i.e. $c(E_1) < c(E_2) < c(E_3)$. 
Definition 12 (Resource Assignment Problem). The Resource Assignment Problem is defined by:

- a set of processes \( Q = \{q_1, q_2, ..., q_n\} \),
- a function \( \gamma : (Q \times T) \rightarrow 2^R \) that maps a task \( t \) in a process \( q \) to its set of resources \( R(q,t) \),
- a set of generated processes \( H = \{h_1, h_2, ..., h_m\} \).

A solution to a Resource Assignment Problem \( (Q, \gamma, H) \) consists of a function \( \gamma_H : T \rightarrow 2(R \times [0..1]) \) that maps a task \( t \in T \) to its set of resource-probability pair set \( \{(r_1, p(r_1, t)), ..., (r_j, p(r_j, t))\} \), e.g. \( p(r_i, t) \) reflects how likely the resource \( r_i \) is used for executing the task \( t \).

In order to obtain \( \gamma_H \), we need two auxiliary definitions. First one is the set of all possible resources that can execute the task \( t \):

\[
R^*_t = \bigcup_{q=(T,E) \in Q} \bigcup_{t \in T} \gamma(q,t)
\]

Then, we define the function \( p(r,t) \) for returning the probability of resource \( r \)'s executing task \( t \):

\[
p(r,t) = \frac{\sum_{q \in Q} \begin{cases} 1/|\gamma(q,t)| & \text{if } q \in \gamma(q,t) \\ 0 & \text{otherwise} \end{cases}}{\sum_{q \in Q} \begin{cases} 1 & \text{if } t \in T \text{ where } q = (T,E) \\ 0 & \text{otherwise} \end{cases}}
\]

Finally, \( \gamma_H(t) \) is defined as:

\[
\gamma_H(t) = \bigcup_{r \in R^*_t} (r, p(r,t))
\]

In our running example, after generating three alternative processes for the goal product *drainer*, we need to assign resources to tasks in the candidate processes so that they can become executable. For this purpose, we use the function \( \gamma_H(t) \) which computes the probability of execution for each resource that has already executed the task \( t \) in the past processes. For example, the task \( t_s \) has been executed by the resources \( \{r_1, r_2, r_3\} \) in \( q_{sp} \), and by \( \{r_2, r_3\} \) in \( q_{fp} \). The resources \( \{r_3, r_2, r_3, r_4\} \) are therefore feasible resources for executing \( t_s \). However, we also know that \( r_2 \) has been assigned for executing \( t_s \) in both past processes, which should make \( r_2 \) a better option than others. We incorporate this knowledge by deriving probabilities from the assignment frequencies of these resources to tasks. For example, the resource assignment for \( t_s \) is
\[ \gamma_H(t_s) = \{(r_1, p(r_1, t_s)), (r_2, p(r_2, t_s)), (r_3, p(r_3, t_s)), (r_4, p(r_4, t_s))\} \]

where

\[ p(r_1, t_s) = \frac{1}{3} + 0 + 0 \frac{1 + 0 + 1}{1 + 0 + 1} = 0.166 \]

\[ p(r_2, t_s) = \frac{1}{3} + 0 + 1 \frac{1 + 0 + 1}{1 + 0 + 1} = 0.416 \]

\[ p(r_3, t_s) = 0 + 0 + \frac{2}{2} \frac{1 + 0 + 1}{1 + 0 + 1} = 0.25 \]

\[ p(r_4, t_s) = \frac{1}{3} + 0 + 0 \frac{1 + 0 + 1}{1 + 0 + 1} = 0.166 \]

Hence, \( \gamma_H(t_s) = \{(r_1, 0.166), (r_2, 0.416), (r_3, 0.25), (r_4, 0.166)\} \). This means \( r_2 \) is a good candidate for executing \( t_s \), which is followed by \( r_3 \), and by equally \( r_1 \) and \( r_4 \).

For assigning resources to the generated processes in Fig. 6, we need to compute \( \gamma_H(t_s) \), \( \gamma_H(t_{pr}) \), \( \gamma_H(t_{ld}) \), \( \gamma_H(t_w) \), \( \gamma_H(t_{pa}) \), \( \gamma_H(t_{qc}) \), and \( \gamma_H(t_b) \).

### 4 Validation

We have successfully applied our approach in the turbine manufacturing domain to automatically generate processes for new gas turbine types that have specific modifications upon the existing gas turbine production processes. These modifications in product specifications (e.g. blades and vanes of different sizes) require different sequences of tasks (i.e. assembly and logistics) that are executed by specific resources. In this application, the process base (i.e. existing set of processes) has 173 existing processes, and a typical process has more than 30 tasks. We have generated 10 processes for different turbine configurations which have been reviewed by a domain expert. Afterwards, these generated processes have been used as input in the manufacturing simulation and validation tool Tecnomatix\(^3\). This simulation tool has also validated the feasibility of the generated processes from the functional, behavioral and organizational perspectives. The domain expert has experienced a considerable time saving in by employing our method in final process design task. Due to company policy, further comments in this section are omitted. Please contact the authors in case of any requests for instance details of the validation.

### 5 Related Work

Several methods have been proposed and developed to automatically explore and evaluate a range of different product designs, their options and parameters [8, 9]. These methods ensure feasibility of the resulting products (i.e. their configuration must be consistent and complete regarding the constraints and requirements imposed in the product specifications).

Efforts have been made in modeling decision structures and dependencies to steer the execution of processes [4]. Such efforts are extended towards including product data [3] and for configuring processes [10] to offer flexibility in run-time process execution.

There are general process generation approaches which are taking into account data-flow elements of a process and the part-of relationships of products (i.e. BoMs) by

---

\(^3\)https://www.plm.automation.siemens.com/global/de/products/tecnomatix/logistics-material-flow-simulation.html
ensuring an executable ordering of tasks that describe how to produce a goal product [1, 2].

An alternative approach in automated process design stems from the research in Product Lifecycle Management (PLM). PLM tools support the modeling and representation of product portfolios. A product portfolio (or product line) stands for a whole set of product instances. A product instance (i.e. an individualized product) is usually derived from the product portfolio by a product configuration step with the help of a configuration tool. Recent research extends this product configuration by encompassing also the needed production processes for manufacturing the individualized product [11, 12, 13, 14]. The main differences to the approach proposed in this work are: (i) Production processes are created only for instances of the product portfolio but not for completely new product designs, represented by a new vector of features; and (ii) Production operations for the different product parts are manually modeled and represented in the PLM tool or an extra knowledge base is used in the production workflow generation tool, whereas in our case such knowledge is derived from existing production processes of products.

6 Conclusions

We have introduced a novel method which derives a statistical model from the existing production processes to generate new processes with resource assignments for new products. Our method can be employed as a building block in a smart production ecosystem aiming at flexibility and automation. It has been validated in an industrial gas turbine production setting and proven to facilitate the process design efforts for new gas turbines.

As future work we plan to apply our method in other manufacturing settings (e.g. mobility and medical hardware) and also generalize the method towards the service operations to explore the capabilities of our method in a new domain.
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Conclusion and the Way Ahead

In this cumulative thesis, we presented the following contributions for the research questions (1–3) which have been published in [1–9]. The first conceptualization and implementation of RABP was given in [1]. Further extensions to RABP towards advanced resource and time management was described in [2]. Our evaluations show that RABP is challenging from a computational perspective, and finding a feasible solution to RABP with makespan minimization was classified as NP-Hard (See Appendix B). For encoding RABP and solving instances of real-life sizes, KRR formalisms and their solvers were tested against each other to provide insights into selecting the most suitable formalism for RABP. ASP and CP solutions to RABP were compared in [3], and a configurable ASP systems benchmark environment that generates RABP instances and tests the performance of ASP systems was devised and implemented in [4, 10]. Our efforts to encode RABP in different formalisms proved the ASP encoding to be compact, human-readable, and easy to extend. In contrast, the CP implementation has better computational performance (i.e., time and memory usage) in solving RABP instances.

We studied several methods for RABP support in practice. Performing RABP in engineering domains requires following the norms and criteria to reduce the incidence of failures in both design-time (i.e., planning stage of projects) and run-time (i.e., execution stage) of BPs. For example, the RAMS (Reliability\(^1\), Availability\(^2\), Maintainability\(^3\), and Safety\(^4\)) disciplines [11] ensures that a product, process, or system will carry out its intended function.

Our first demo addressing RABP for safety-critical engineering projects was implemented as a Camunda BPMS module [6]. An extended version of this work further enhanced safety aspects in BP executions (i.e., monitoring of the executions, adaptation to resource- and process-related changes, and their documentation) [7]. Moreover, we devised a history-aware process fragmentation method for increasing the reliability of RABP in [9] and detailed a stochastic prediction method [8] to forecast the availability of resources from the BP control flows and the organizational structures. Lastly, we explored the manufacturing domain: a multi-perspective (functional, behavioral, and organizational) process generation method [12] was developed to support the production of new products by reducing the manual work spent on the design of production processes, hence improving the maintainability of production processes.

Our contributions suggest several research directions that can be investigated in the future:

\(^1\)Reliability is the ability to perform a particular function.
\(^2\)Availability is the ability to keep a functioning state.
\(^3\)Maintainability is the ability to be timely and easily maintained (including servicing, inspection and check, repair and/or modification).
\(^4\)Safety is the ability not to harm people, the environment, or any assets.
An RABP description language: A more standardized language for generally describing RABP could be developed to represent RABP instances (BPs, organizational models, temporal models, constraints, and objectives). Well-defined translations would allow RABP problem instances to be seamlessly solved by multiple formalisms and their solvers. Among the related work, a road map for semantic BPM was laid in [13]. In this study, the representational requirements of BPM are investigated, and a set of ontologies for representing BPs and organizational models are proposed. A current key limitation for a generalized RABP language is the lack of alignment in the developed ontologies/standards: several process-related ontologies (e.g., BPMN and Petri nets) were developed to represent activities and control flows [14–16]; various resource descriptions were developed to cover mainly human resources [17–21]. In [7], we proposed a resource ontology including human and non-human resources (e.g., tools and infrastructure), resource-related compliance constraints, and the underpinning properties that connect resources with a Petri net ontology as a initial effort for a generalized RABP description.

Hierarchical RABP: Specific BPM use cases might require further extensions in the types of constraints, objectives, and execution modes. For example, in a BPM setting where a multi-level organization is defined as a combination of hierarchical sub-organizations (e.g., hierarchy models in ISA-95 [22]), RABP must deal with the multi-level priorities and objectives to find an optimal schedule with the allocation of resources. The stipulated objectives and constraints propagated from upper hierarchy BPs (e.g., management processes) must be mediated through (semi-)automated negotiations towards lower-level BPs (e.g., logistics processes) [23]. Furthermore, BPs at different levels may compete or cooperate for resources by imposing their objectives in such a scenario, where multi-objective optimizations on different levels of the process hierarchy would need to be investigated, in order to align (possibly competing) goals on a strategic level.

RABP for robust BP executions: BP execution failures can occur due to unexpected changes in resource availability and on-the-fly modifications in BPs. Approaches to address robustness can be put under three main categories: avoiding future failures via prospective methods (e.g., forecasting utilization of resources [8]), improving resistance to failures via variability/flexibility by design (e.g., adaptive resource allocation [24] and adaptive business processes [25]), and recovering from failures via retrospective methods (e.g., resource re-allocation [7]). Further refining and aligning such RABP methods that are resilient to unforeseen changes shall enhance the overall robustness of BP executions.

RABP dashboard for BPMS: Integrating interactive RABP dashboards in BPMSs would simplify setting up and running RABP instances [20] (e.g., listing resource preferences, modifying BP-dependent objectives, and con-
figuring automated solvers). Moreover, resource-related data visualizations could help users monitor the resources (e.g., historical, current, and future availability of resources, cost/progress trends, and deadline risk estimations) and take informed action regarding BP executions when necessary. Besides these functionalities, a dashboard could also facilitate comparing and contrasting alternative RABP solutions bound to different objectives (e.g., with minimum duration vs. minimum cost).

**Large-scale RABP solving methods and their analysis:** In this thesis, we have investigated exact RABP methods for computing global-optimal resource allocations. Such methods guarantee the best solution; however, as we have seen, finding the optimal solution to RABP is computationally expensive and therefore, could be prohibitively time consuming. It is important to balance the required time to generate a feasible RABP solution with the resulting quality of the allocation (i.e., closeness to a global-optimal solution). To address large-scale domain-specific resource allocation needs, approximate RABP implementations can use heuristics (e.g., [26]), metaheuristics (e.g., [27]) and/or machine learning methods (e.g., [28]) to deliver solutions in less time than exact methods. Continued research on such (meta-)heuristics and machine learning models appears fully justified due to the wide range of RABP requirements. Moreover, to our best knowledge, no publication experimentally measures the applicability and performance of these methods in a selected subset of BPM use cases.

**Bridging the gap between BPM and scheduling:** Most research in the scheduling domain has been driven by project management [29] and manufacturing systems [30]. For half a century, great effort has been devoted to identifying and studying key problems in scheduling: among others, resource types (e.g., renewable resources, non-renewable resources, etc.), running schemes (e.g., calling the scheduling method once at the beginning of the operation/project vs. multiple-times at fixed time intervals vs. event-driven), scheduling environments (e.g., fully specified vs. partially specified), processing of the input data (e.g., offline vs. online), adaptation methods (e.g., repair planning), and implementation techniques (e.g., rule-based, machine learning, heuristic, and linear-programming). Moreover, several categorization schemes [31–33] have been developed to describe a great variety of these problems. The alignment of concepts and methods between the BPM and scheduling research is invaluable to moving the RABP-related knowledge forward, and may cross-fertilize both fields, BPM and scheduling alike, where we hope that the works presented in this thesis have provided some starting points.

This thesis contains three appendices: in Appendix A, we demonstrate refined experiments where we show the convergence to optimal solutions in five selected RABP instances from [4]; in Appendix B, we provide the proof of the conjecture on the computational complexity of RABP (i.e., RABP with makespan optimization
is NP-Hard) in [4]; and in Appendix C, we compare two different implementations of RABP in ASP and CP.
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Appendices
Appendix A
In [1], we define a formalization of the RABP problem, provide a baseline problem encoding in ASP, develop a ready-to-use, configurable benchmark named BRANCH, and present a detailed evaluation that compares four ASP systems comprising combinations of state-of-the-art ASP grounders GRINGO [2] and I-DLV [3], and solvers CLASP [4] and WASP [5].

We rerun the RABP instances 16, 46, 55, 59, and 62 in [1, Section 5] without time and memory limitations per instance. Table 1 presents the time performance statistics of the ASP systems: GRINGO+CLASP, GRINGO+WASP, I-DLV+CLASP and I-DLV+WASP. For example, GRINGO+CLASP indicates the performance of the solver CLASP that is given the ground RABP instance grounded by GRINGO. \( u \) is the upper-bound to find a solution, and \( c_{\max} \) is the computed minimum makespan (i.e. maximum of the activity completion times) by the ASP solver. Figures (1-5) shows the progress of makespan optimization over time until the solver converges to the optimal solution. These figures suggest that the default solving methods of the ASP solvers CLASP and WASP converges at different rates to the optimal solution for the same ground RABP instances.

Table 1: ASP solver time performance of five challenging RABP instances

<table>
<thead>
<tr>
<th>id</th>
<th>( u )</th>
<th>time</th>
<th>( c_{\max} )</th>
<th>time</th>
<th>( c_{\max} )</th>
<th>time</th>
<th>( c_{\max} )</th>
<th>time</th>
<th>( c_{\max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>75</td>
<td>935</td>
<td>56</td>
<td>432</td>
<td>56</td>
<td>34</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>46</td>
<td>170</td>
<td>812</td>
<td>125</td>
<td>1186</td>
<td>125</td>
<td>57</td>
<td>125</td>
<td>170</td>
<td>125</td>
</tr>
<tr>
<td>55</td>
<td>380</td>
<td>5821</td>
<td>163</td>
<td>4218</td>
<td>163</td>
<td>2286</td>
<td>163</td>
<td>2644</td>
<td>163</td>
</tr>
<tr>
<td>59</td>
<td>360</td>
<td>2032</td>
<td>143</td>
<td>1305</td>
<td>143</td>
<td>744</td>
<td>143</td>
<td>913</td>
<td>143</td>
</tr>
<tr>
<td>62</td>
<td>150</td>
<td>847</td>
<td>126</td>
<td>1339</td>
<td>126</td>
<td>266</td>
<td>126</td>
<td>366</td>
<td>126</td>
</tr>
</tbody>
</table>
Fig. 1. Instance 16

Fig. 2. Instance 46
Fig. 3. Instance 55

Fig. 4. Instance 59
Fig. 5. Instance 62
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Appendix B
RABP with Makespan Optimization is NP-Hard

Author: Giray Havur

In this report, we show that the Resource Allocation in Business Processes [1] (RABP) with makespan minimization is NP-Hard by demonstrating a polynomial reduction from the Job Shop Scheduling [2] (JSS) problem (which is known to be NP-Complete [2, 3]) to RABP problem. We start with defining RABP, and JSS problems.

Resource Allocation in Business Processes Problem [1]: A RABP problem is defined by

- Behavioral relations of activities [1]: $\mathcal{B} \subseteq 2^{(A \times A)}$ captures the ordered pairs of activities that are in precedence relation (e.g., $\langle a_1, a_2 \rangle \in \mathcal{B}$ represents $a_1 \rightarrow a_2$, which is read as $a_1$ precedes $a_2$), and $\mathcal{B}\| \subseteq 2^{(A \times A)}$ represents the ordered pairs of concurrent activities (e.g., $\langle a_1, a_2 \rangle \in \mathcal{B}\|$ represents $a_1\| a_2$, which is read as $a_1$ is in concurrency relation with $a_2$);
- An organizational model $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$, where $A$ is a set of activities, $R$ is a set of resources, $L$ is a set of roles, $S_{AL} \subseteq 2^{(A \times L)}$ is a set of activity-to-role assignments specifying which activity can be executed by which role(s), $S_{RL} \subseteq 2^{(R \times L)}$ is the corresponding set of resource-to-role assignment tuples identifying the roles per resource, and optionally, $S_{LL} \subseteq 2^{(L \times L)}$ is a set of role-to-role assignments that form a hierarchical (sub-role) structure;
- A temporal model that contains an upper-bound $u \in U$ on makespan, and resource specific activity durations. The latter is represented as a function $\delta : (R \times A) \rightarrow \mathbb{N}_0$ that maps a resource-activity pair to a duration value in the scope of this report.

A feasible allocation consists of a set of quadruples $I \subseteq 2^{(R \times A \times U \times U)}$ such that $(r_i, a_i, s_i, c_i) \in I$ where each activity $a_i \in A$ is assigned a resource $r_i \in R$, a start time $s_i \in U$, and a completion time $c_i \in U$, $c_i = s_i + \delta(r_i, a_i)$. The following constraints hold for $I$:

1. No activity can be started until the preceding activities in the process model are completed.
   $\forall i_1, i_2 \in I : a_{i_1} \rightarrow a_{i_2} \Rightarrow s_{i_2} \geq c_{i_1}$

2. An activity requires only one resource (that obeys the constraints defined in the Role-Based Access Control [4] (RBAC) model) to be executed.
   $\forall a_i \in A : |\{(r_i, a_i, s_i, c_i) \in I\}| = 1$

   $\exists l \in L \forall i_1 \in I : (r_{i_1}, l) \in S_{RL} \land (a_{i_1}, l) \in S_{AL}$

---

1 This functionality is provided by the resource-activity duration preference function in [1, Section 2]
3. A resource can only execute one activity at a time.
\[ \forall i_1, i_2 \in I : (s_{i_2} \leq s_{i_1} < c_{i_2}) \Rightarrow r_{i_1} \neq r_{i_2} \]
\[ \forall i_1, i_2 \in I : (s_{i_2} < s_{i_1} \leq c_{i_2}) \Rightarrow r_{i_1} \neq r_{i_2} \]
\[ \forall i_1, i_2 \in I : (s_{i_1} > s_{i_1} \land c_{i_1} < c_{i_2}) \Rightarrow r_{i_1} \neq r_{i_2} \]
4. An activity, once started, must run to completion (i.e., activities are non-preemptive).
In other words, no activity can have more than one start time.
\[ \forall i_1, i_2 \in I : a_{i_1} = a_{i_2} \Rightarrow s_{i_1} = s_{i_2} \]
RABP with makespan optimization aims at finding the feasible allocation(s) with the minimum makespan\(^2\).

**Job Shop Scheduling Problem [2]:** A JSS problem is defined by
- A set of jobs \( J = \{J_1, J_2, \ldots, J_n\} \), where each job \( J_i \in J \) is an ordered set of tasks, i.e., \( J_x = (t_{x,1}, t_{x,2}, \ldots, t_{x,y}) \);
- A set of machines \( M = \{m_1, m_2, \ldots, m_n\} \) for processing tasks;
- A function \( \mu : J \rightarrow M \) that maps each task to a machine where it is processed;
- A partial function \( PT : (M \times J) \rightarrow \mathbb{N}_0 \) that maps the tasks processed by specific machines to processing times.

A feasible JSS schedule consists of a set of pairs \( H \subseteq 2^{(J \times J)} \) such that \((t_{x,y}, b_{x,y}) \in H\) where every task \( t_{x,y} \in J_x \) is assigned to a starting time \( b_{x,y} \in U \). The processing time required by task \( t_{x,y} \in J_x \) processed by machine \( m_x \) (i.e., \( \mu(t_{x,y}) \)) is denoted as \( p_{x,y,z} \). The completion time \( f_{x,y} \in U \) of a task \( t_{x,y} \) is the sum of the starting time \( b_{x,y} \) and the processing time \( p_{x,y,z} \). The following constraints hold for \( H \):
1. No task for a job can be started until the previous task for that job is completed.
\[ \forall h_{x,y_1}, h_{x,y_2} \in H : y_1 < y_2 \Rightarrow b_{x,y_2} \geq b_{x,y_1} + p_{x,y_1} \]
2. A task \( t_{x,y} \) requires only one machine to be performed, i.e., the function \( \mu(t_{x,y}) \) corresponds to the required machine.
3. A machine can only work on one task at a time.
\[ \forall h_{x_1,y_1}, h_{x_2,y_2} \in H : (s_{x_2,y_2} \leq s_{x_1,y_1} < f_{x_2,y_2}) \Rightarrow \mu(t_{x_1,y_1}) \neq \mu(t_{x_2,y_2}) \]
\[ \forall h_{x_1,y_1}, h_{x_2,y_2} \in H : (s_{x_2,y_2} < s_{x_1,y_1} \leq f_{x_2,y_2}) \Rightarrow \mu(t_{x_1,y_1}) \neq \mu(t_{x_2,y_2}) \]
\[ \forall h_{x_1,y_1}, h_{x_2,y_2} \in H : (s_{x_2,y_2} > s_{x_1,y_1} \land f_{x_2,y_2} < f_{x_1,y_1}) \Rightarrow \mu(t_{x_1,y_1}) \neq \mu(t_{x_2,y_2}) \]
4. A task, once started, must run to completion (i.e., tasks are non-preemptive).
\[ \forall h_{x_1,y_1}, h_{x_2,y_2} \in H : t_{x_1,y_1} = t_{x_2,y_2} \Rightarrow b_{x_1,y_1} = b_{x_2,y_2} \]
The objective of the JSS problem is to minimize the completion time of a task (i.e., makespan).

To show a problem \( P_1 \) is NP-Hard, there needs to be a polynomial reduction from a known NP-complete problem \( P_2 \), denoted as \( P_2 \leq_p P_1 \) [3, Chapter 5.1]. We introduce a polynomial reduction algorithm \( R \) in Figure 1 that transforms a JSS problem into a RABP problem. By applying this transformation, the black-box RABP solver \( R_{RABP} \) can solve JSS problems (i.e., \( \text{JSS} \leq_p \text{RABP} \)).

An overview of the reduction algorithm \( R \) is shown in Figure 2. Given a JSS problem \( \{J, M, \mu, PT\} \), the algorithm computes a RABP problem \( \{A, B, R, L, S_{AL}, S_{RL}, \delta, u\} \) as described in the following.

\(^2\)Makespan is the maximum of completion times (i.e., the completion time of the activity with the latest finish time).
Fig. 1. Reduction of a JSS problem to a RABP problem.

Input: JSS problem
- Set of jobs \( J \)
- Set of machines \( M \)
- Task-to-machine assignment function \( \mu \)
- Machine specific task processing time function \( P_T \)

Output: RABP problem
- Set of activities \( A \)
- Set of precedence relations \( B_\rightarrow \)
- Set of concurrency relations \( B_\parallel \)
- Set of resources \( R \)
- Set of roles \( L \)
- Activity-to-role assignments \( S_{AL} \)
- Resource-to-role assignments \( S_{RL} \)
- Resource specific activity execution duration function \( \delta \)
- Upper-bound \( u \)

1. Set of activities \( A \):
   \[ A = \{t_{x,y} \mid J_x \in J \land t_{x,y} \in J_x\} \]

2. Set of behavioral relations of activities \( B_\rightarrow \) and \( B_\parallel \):
   \[ B_\rightarrow = \{(t_{x,y}, t_{x,y+1}) \mid J_x \in J \land t_{x,y} \in J_x \land t_{x,y+1} \in J_x\} \]
   \[ B_\parallel = \{(t_{x,1}, t_{y,1}) \mid J_x \in J \land J_y \in J \land x \neq y \land t_{x,1} \in J_x \land t_{y,1} \in J_y\} \]

3. Set of resources \( R \):
   \[ R = \{m_x \mid m_x \in M\} \]

4. Set of roles \( L \):
   \[ L = \{m_x \mid m_x \in M\} \]

5. Resource-to-role assignments \( S_{RL} \):
   \[ S_{RL} = \{\mu(t_{x,y}), \mu(t_{x,y}) \mid J_x \in J \land t_{x,y} \in J_x\} \]

6. Activity-to-role assignments \( S_{AL} \):
   \[ S_{AL} = \{(t_{x,y}, \mu(t_{x,y})) \mid J_x \in J \land t_{x,y} \in J_x\} \]

7. Resource specific activity execution duration function \( \delta \):
   \[ \delta(r, a) = P_T(r, a) \]

8. Upper-bound \( u \) (the worst-case scenario where there is only one machine):
   \[ u = \sum_{J_x \in J} \sum_{t_{x,y} \in J_x} P_T(\mu(t_{x,y}), t_{x,y}) \]

Note: (1,2) the order of tasks in jobs maps to precedence relations of activities, and the initial tasks of different jobs would be represented as activities in concurrency relation, (3-5)
machines map to roles with only one resource, (6) activity-to-role assignments are derived via task-to-machine assignment function, (7) task durations for specific machines are represented as resource-specific activity durations, and (8) an upper-bound value is given as the sum of all tasks' processing times. Solving the output of $R$ (e.g. via the Answer Set Programming [6] (ASP) encoding for $RABP$ in [1]) would then yield to a solution to any given JSS problem.
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Appendix C
A Comparison of ASP and CP Solutions for RABP

Author: Giray Havur

Abstract. This technical report presents a comparison between declarative implementations of Resource Allocation in Business Processes (RABP) with Answer Set Programming (ASP) and Constraint Programming (CP). We then use the state-of-the-art solvers of these formalisms to solve RABP problem instances of different sizes for reporting on the computational performance of these solvers. The advantages of choosing one formalism over the other are discussed with the following criteria: size of the problem encoding, human readability of the problem instances, and computational performance.

1 Introduction

Business process management (BPM) is a field in operations management that focuses on improving corporate performance by managing and optimizing a company’s business processes [1]. A process is typically a collection of activities under a control structure serving a particular goal for the business. Resource Allocation in Business Processes (RABP), as an integral part of BPM, deals with the assignment of resources and time intervals to the activities. The complexity of RABP arises from coordinating the dependencies across a broad set of resources and activities of processes as well as from solving potential conflicts on the use of certain resources.

Allocation of resources with starting times to the activities is a far-from-trivial task with strong implications on the quality of the final allocation, and it is challenging from a computational perspective [2]. As for complexity, RABP with makespan optimization is NP-Hard [3] (See Appendix B for the proof). One way of addressing this problem is describing it in a knowledge representation formalism. We select ASP [4] and CP [5] for this purpose as they are used to solve various hard computational problems and they maintain a balance between expressivity, ease of use, and computational effectiveness [6, 7]. These two approaches are compared in this particular problem for understanding the respective strengths and weaknesses of these formalisms.

The remainder of this technical report is structured as follows. Section 2 provides the background on the RABP problem, ASP and CP. Based on that, Section 3 presents a comparison of ASP and CP implementations of RABP. Section 4 evaluates the performance of different ASP systems and CP solvers on RABP instances. Section 5 highlights the advantages and limitations different implementations and concludes the paper by giving pointers for future work.

2 Background

A background on RABP problem, ASP, and CP is provided in this section.
2.1 Resource Allocation in Business Processes Problem

A RABP problem is formalized in [3]. A RABP problem instance is defined by:

- Behavioral relations of activities [3]: $B \subseteq 2^{(A \times A)}$ captures the ordered pairs of activities that are in precedence relation (e.g., $\langle a_1, a_2 \rangle \in B_{\rightarrow}$ represents $a_1 \rightarrow a_2$, which is read as $a_1$ precedes $a_2$), and $B_{||} \subseteq 2^{(A \times A)}$ represents the ordered pairs of concurrent activities (e.g., $\langle a_1, a_2 \rangle \in B_{||}$ represents $a_1 || a_2$, which is read as $a_1$ is in concurrency relation with $a_2$);

- An organizational model $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$, where $A$ is a set of activities, $R$ is a set of roles, $S_{AL} \subseteq 2^{(A \times L)}$ is a set of activity-to-role assignments specifying which activity can be executed by which role(s), $S_{RL} \subseteq 2^{(R \times L)}$ is the corresponding set of resource-to-role assignment tuples identifying the roles per resource, and optionally, $S_{LL} \subseteq 2^{(L \times L)}$ is a set of role-to-role assignments that form a hierarchical (sub-role) structure;

- A temporal model that contains an upper-bound $u \in U$ on makespan\(^1\), and resource specific activity durations\(^2\). The latter is represented as a function $\delta : (R \times A) \rightarrow \mathbb{N}_0$ that maps a resource-activity pair to a duration value in the scope of this report.

A feasible allocation consists of a set of quadruples $I \subseteq 2^{(R \times A \times U \times U)}$ such that $(r_i, a_i, s_i, c_i) \in I$ where each activity $a_i \in A$ is assigned a resource $r_i \in R$, a start time $s_i \in U$ and a completion time $c_i = s_i + \delta(r, a)$. It is assumed that each activity, once started, is planned to be completed without interruptions in the schedule (i.e. activities are non-preemptive). The following constraints (c.1-c.4) hold for RABP:

(c.1) An activity requires only one resource (that obeys the activity-to-role, resource-to-role, and role-to-role assignments defined in the organizational model $O$) to be executed.
\[
\forall a_i \in A : |\{(r_i, a_i, s_i, c_i) \in I\}| = 1
\]
\[
\exists l \in L \forall i_1 \in I : (r_{i_1}, l) \in S_{RL} \land (a_{i_1}, l) \in S_{AL}
\]

(c.2) Each activity has only one start time.
\[
\forall i_1, i_2 \in I : a_{i_1} = a_{i_2} \Rightarrow s_{i_1} = s_{i_2}
\]

(c.3) The start time of any activity is greater than or equal to the completion time of its preceding activities.
\[
\forall i_1, i_2 \in I : a_{i_1} \rightarrow a_{i_2} \Rightarrow s_{i_2} \geq c_{i_1}
\]

(c.4) Same resource must not be allocated to any concurrent pair of activities that have overlapping execution periods.
\[
\forall i_1, i_2 \in I : (a_{i_1} || a_{i_2} \land s_{i_2} \leq s_{i_1} < c_{i_2}) \Rightarrow r_{i_1} \neq r_{i_2}
\]
\[
\forall i_1, i_2 \in I : (a_{i_1} || a_{i_2} \land s_{i_2} \leq c_{i_1} \leq c_{i_2}) \Rightarrow r_{i_1} \neq r_{i_2}
\]
\[
\forall i_1, i_2 \in I : (a_{i_1} || a_{i_2} \land s_{i_2} > s_{i_1} \land c_{i_2} < c_{i_1}) \Rightarrow r_{i_1} \neq r_{i_2}
\]

RABP with makespan optimization aims at finding the feasible allocation(s) with the minimum makespan $u'$ where $0 \leq u' \leq u$.

\(^1\) Makespan is the maximum of completion times (i.e., the completion time of the activity with the latest finish time).

\(^2\) This mapping is further detailed by the resource-activity duration preference function in [3, Section 2]
2.2 Answer Set Programming (ASP)

An ASP program $\Pi$ is a finite set of rules of the form

$$A_0: -A_1, \ldots, -A_m, not A_{m+1}, \ldots, not A_n.$$  

(1)

where $n \geq m \geq 0$ and each $A_i \in \sigma$ are (function-free first-order) atoms; if $A_0$ is empty in a rule $r$, we call $r$ a constraint, and if $n = m = 0$ we call $r$ a fact.

Whenever $A_1$ is a first-order predicate with variables within a rule of the form (1), this rule is considered as a shortcut for its “grounding” $\text{ground}(r)$, i.e., the set of its ground instantiations obtained by replacing the variables with all possible constants occurring in $\Pi$. Likewise, we denote by $\text{ground}(\Pi)$ the set of rules obtained from grounding all rules in $\Pi$.

Sets of rules are evaluated in ASP under the so-called stable-model semantics, which allows several models (so called “answer sets”), that is subset-minimal Herbrand models, we again refer to [4] and references therein for details. ASP Solvers typically first compute (a subset of $\text{ground}(\Pi)$, and then use a DPLL-like branch and bound algorithm is used to find answer sets for this ground program.

In place of atoms, set-like choice expressions of the form $E = \{A_1, \ldots, A_k\}$ can be used. They are true for any subset of $E$; that is, when used in heads of rules, $E$ generates many answer sets, and such rules are often referred to as choice rules. Another extension supported in ASP Core-2 standard are optimization statements ([8]) to indicate preferences between possible answer sets:

$$\sim: A_1: Body_1 = w_1@p_1, \ldots, A_m: Body_m = w_m@p_m$$

associates integer weights (defaulting to 1) with atoms $A_i$ (conditional to $Body_i$ being true), where such a statement expresses that we want to find only answer sets with the smallest aggregated weight sum; again, variables in $A_1: Body_i = w_i@p_1$ are replaced at grounding w.r.t. all possible instantiations.

2.3 Constraint Programming (CP)

Constraint programming [5, 9] is a programming paradigm wherein relations between variables are stated in the form of constraints. A Constraint Satisfaction Problem (CSP) consist of a triple $(V, D, C)$ where $V$ is a set of finite domain variables $\{v_1, \ldots, v_n\}$, $D$ is variable domains $\{\text{dom}(v_1), \ldots, \text{dom}(v_n)\}$, and $C$ is a set of constraints defining restrictions on the possible combinations of variable values $\{(c_1, \ldots, c_m)\}$. A solution for a CSP problem is an assignment $S = \{\text{ins}(v_1), \ldots, \text{ins}(v_n)\}$ where $\text{ins}(v_i) \in \text{dom}(v_i)$.

In CSP, in order to make problems easier to solve, local consistency conditions [5] are defined. A local consistency condition is a property of constraint satisfaction problems related to the consistency of subsets of variables or constraints. Every local consistency condition can be enforced by a transformation that changes the problem without changing its solutions. Such a transformation is called constraint propagation [5]. Constraint propagation works by reducing domains of variables, strengthening constraints, or creating new ones. This leads to a reduction of the search space, making the problem easier to solve by some algorithms. While solving a CSP, branching strategies [5]
define the way of partitioning the problem $P$ into easier sub-problems $P_1, P_2, \ldots, P_n$. To each sub-problem $P_n$, the solver applies again propagation. New branches can be pruned because of the new information derived from the branching. A notable expansion of the traditional CSP model is the Constrained-Optimization problem (COP) [5]. A CSP called COP when it has an objective function that has to be optimized (i.e., it can be used for makespan minimization in RABP).

CP problems do not have a common modeling language. A modeling language is usually invented for each CP solver. This makes it challenging for modelers to try out various solvers for problems. A modeling language called MiniZinc [10] is created to facilitate high level modeling and simple experimentation with various solution technologies for the same CP problem. Prior to being presented to solver interfaces, MiniZinc input is converted to FlatZinc [10] constraints that can be consumed by CP solvers. The conversion of MiniZinc to FlatZinc is clearly explained and documented in [10].

3 Comparison of ASP and CP Implementations of RABP

In this section, the ASP and CP implementations of RABP are described and compared with respect to human readability and compactness of the problem encodings.

3.1 ASP Implementation

The ASP encoding of the RABP problem is provided in Figure 1. Rule (1-3) selects a makespan for the allocation. Rules (4,5) generate the time domain from the selected upper bound. Rule (6) propagates the permissions of activity executions of a junior role to a senior role (i.e. role-to-role RBAC relations). Rules (9-11) implement the resource-activity duration preference handling mechanism described in [3]. Rules (12), (17), (18), and (19-21) correspond to the constraints (c.1), (c.2), (c.3), and (c.4) described in Section 2, respectively. Finally, Rule (22) minimizes the upper bound. Rules (7,8) and (13-16) are added for improving the performance of the ASP encoding by reducing the number of terms in the used predicates.

**Input Format.** The input is divided into three groups of predicates as follows.

**Behavioral relations of activities in a business process $P$:**
- activity($a$): $a$ is an activity in $P$;
- prec($a_1$, $a_2$): the activity $a_1$ precedes the activity $a_2$ (i.e., $a_1 \rightarrow a_2$);
- conc($a_1$, $a_2$): the activity $a_1$ is concurrency with the activity $a_2$ (i.e., $a_1 || a_2$).

**RBAC organizational model $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$:**
- rlAC($r$, $l$): resource $r$ has role $l$ (i.e. $(r, l) \in S_{RL}$);
- alAC($a$, $l$): the resources with role $l$ can execute activity $a$ (i.e. $(a, l) \in S_{AL}$);
- llAC($l_1$, $l_2$): the resources with role $l_1$ can execute the same activities as the resources with role $l_2$ (i.e. $(l_1, l_2) \in S_{LL}$).

**Temporal model:**
- defActDuration($a$, $d$): the default duration of activity $a$ is estimated as $d$;
- rsaDuration($r$, $a$, $d$): the duration of activity $a$ is estimated as $d$ when it is executed by resource $r$;
% generation of makespan domain
makespanDomain(U) :- upperBound(U).
makespanDomain(U1) :- makespanDomain(U), U1=U-1, U1>=0.

% selection of a makespan
1<=makespan(SU) : makespanDomain(SU)]<=1.

% time domain generation from the selected makespan
time(0).
time(T1) :- time(T), T1=T+1, T1<=U, makespan(U).

% senior roles can execute activities of junior roles
alAC(Ac,L1) :- llAC(L1,L2), alAC(Ac,L2).

% encoding optimization: projection of duration predicates
prsaDuration(R,A) :- rsaDuration(R,A,X).
plsaDuration(L,A) :- lsaDuration(L,A,Y).

% resource-activity duration interval preference
allowedRAD(R,A,D) :- not prsaDuration(R,A), lsaDuration(L,A,D), rlAC(R,L),
alAC(A,L).
allowedRAD(R,A,D) :- not prsaDuration(R,A), not lsaDuration(L,A),
defActDuration(A,D), rlAC(R,L), alAC(A,L).

% (c.1)
1<=allocation(R,A,S,C) : time(S), time(C), allowedRAD(R,A,D), C=S+D<=1 :-
aTransition(A).

% encoding optimization: projection of allocation predicates
pallocation23(A,S) :- allocation(X,A,S,Y).
pallocation24(A,S) :- allocation(X,A,S,Y).

% (c.2)
:- pallocation23(A,S1), pallocation23(A,S2), S1<S2.

% (c.3)
:- prec(A1,A2), pallocation24(A1,C1), pallocation23(A2,S2), C1>S2.

% (c.4)
:- conc(A1,A2), pallocation123(R,A1,S1), allocation(R,A2,S2,C2), S2<=S1, C2>C1, A1<A2.
:- conc(A1,A2), pallocation124(R,A1,C1), allocation(R,A2,S2,C2), S2<C1, C2>=C1, A1>A2.
:- conc(A1,A2), allocation(R,A1,S1,C1), allocation(R,A2,S2,C2), S2>S1, C2<C1, A1<A2.

% minimization of the selected upper bound
` makespan(U). [U,U]

Fig. 1: ASP encoding for the RABP problem

- lsaDuration(l, a, d): the duration of activity a is estimated as d when it is executed by a resource that has role l;
- upperBound(u): makespan is bounded at u time units.

Output Format. For the allocation output the following predicate is defined:

- allocation(r, a, s, c): a resource r is allocated to activity a at the start time s until the completion time c (i.e. (r, a, s, c) ∈ I).
% input variables
int: nActivities;
int: nResources;
int: upperbound;
int: lastActivity;

set of int: Activity = 1..nActivities;
set of int: Resource = 1..nResources;

% input arrays: preceding activities
array[Activity,Activity] of int: prec;
% concurrent activities
array[Activity,Activity] of int: conc;
% activity durations
array[Activity,Resource] of int: allowedRAD;

% output arrays: resource to activity allocations
array[Activity] of var Resource: resource;
% activity to starting time assignments
array[Activity] of var Time: start;
% activity to ending time assignments
array[Activity] of var Time: end;

% (c.1 & c.2)
constraint forall(a in Activity)
  (allowedRAD[a,resource[a]]>=0 /
   aEnd[a]=start[a] + allowedRAD[a,resource[a]]);

% (c.3)
constraint forall(a1 in Activity,a2 in Activity)
  if (prec[a1,a2]==1)
    then (start[a2] >= end[a1])
    else true endif;

% (c.4)
constraint forall(a1 in Activity,a2 in Activity)
  if (conc[a1,a2]==1 /
      card(start[a1]..(end[a1]-1) intersect start[a2]..(end[a2]-1))>0)
    then (resource[a1] != resource[a2])
    else true endif;

% makespan minimization
solve minimize (end[lastActivity]);

Fig. 2: MiniZinc encoding for the RABP problem

3.2 MiniZinc Implementation

A possible MiniZinc implementation of RABP is given in Figure 2. Input is defined in Lines (23-32), and output is defined in Lines (33-35). Rules (36), (37), and (38) corresponds to the constraints (c.1 & c.2), (c.3), and (c.4) described in Section 2, respectively. Rule (39) minimizes the makespan.

Input Format. The input is divided into three groups of predicates as follows. Behavioral relations of activities in a business process \( \mathcal{P} \):

- \( nActivities \) represents the total number of activities in \( \mathcal{P} \),
- \( lastActivity \) represents the last activity before the end event in \( \mathcal{P} \),
- \( prec[a_1,a_2] \) and \( conc[a_1,a_2] \) are 2D arrays representing preceding and concurrency relations between activities: given two activities \( a_1 \) and \( a_2 \), if \( a_1 \rightarrow a_2 \) then
Fig. 3: Example process with four activities represented as a Petri net

<table>
<thead>
<tr>
<th>Resources R</th>
<th>res1, res2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roles L</td>
<td>role1, role2</td>
</tr>
<tr>
<td>Activity-to-role assignments $S_{AL}$</td>
<td>(a,role1), (b,role2), (c,role1), (d,role2)</td>
</tr>
<tr>
<td>Resource-to-role assignments $S_{RL}$</td>
<td>(res1,role1), (res2,role2)</td>
</tr>
<tr>
<td>Role-to-role assignments $S_{LL}$</td>
<td>(role2,role1)</td>
</tr>
</tbody>
</table>

Fig. 4: Example organizational model

$\text{prec}[a_1,a_2]$ equals to 1, otherwise 0. Similarly, if $a_1 || a_2$ then $\text{conc}[a_1,a_2]$ equals to 1, otherwise 0.

Organizational model $O = (A, R, L, S_{AL}, S_{RL}, S_{LL})$, and temporal model:

- $n_{\text{Resources}}$ represents the number of total resources, i.e., $|R|$.
- $\text{upperbound}$ is the maximum makespan value.
- $\text{allowedRAD}[a,r]$ is the 2D array derived from the organizational model $O$ and the temporal constraints: given $O$ and resource-, role-, and default-activity durations [3], if $a$ can be executed by $r$, $\text{allowedRAD}[a,r] = d$ where the resource-activity specific duration $d$ is derived from resource-, role-, and default-activity durations.

Output Format. The allocated resources, starting, and ending times of an activity $a$ are represented in 1D arrays $\text{resource}, \text{start}, \text{end}$ of length $|A|$ where, e.g., the allocated resource of an activity $a_i$’s is $\text{resource}[a_i]$.

Among these two approaches, RABP problem instances that are represented in ASP are easier to maintain when it becomes necessary to modify the instances due to the predicate structure. The same knowledge is represented in arrays in the RABP problem instances encoded in MiniZinc. On the other hand, the problem encodings (cf. Figure 1 and Figure 2) are of comparable sizes.

4 Comparison of A RABP Instance in ASP and CP

In this section, we compare the ASP and CP models of an example RABP instance described in Figures 3, 4, and 5. The process in Figure 3 has four activities: the activity $a$ precedes activities $b$ and $c$, where $b$ and $c$ are concurrent activities. The activities $b$ and $c$ precede the activity $d$. This business process is modeled in ASP by using the predicates $\text{activity}$ for defining activities, $\text{prec}$ for determining the precedence of activities, and $\text{conc}$ for defining the concurrent activities as follows:
activity(a). prec(a,b). conc(b,c).
activity(b). prec(a,c). conc(c,b).
activity(c). prec(b,d).
activity(d). prec(c,d).

The same process is represented in CP as follows:

```plaintext
noActivity = 4;
lastActivity = 4;
prec = 
[|0,1,1,0,| 0,0,0,0,| 0,0,0,1,| 0,0,1,0,| 0,0,0,0,| |
conc = |0,0,1,0,| 0,0,1,0,| 0,0,1,0,| 0,0,1,0,| 0,0,1,0,| ];
```

In the CP process representation, the variable noActivity is used to describe the number of activities, the variable lastActivity to describe the very last activity in the process which does not precede any other activity, the arrays prec and conc to describe the precedence and concurrency relations between the activities where rows and columns correspond to activities. For example, in the array prec, the value of 1 at the first row (i.e., activity a) second column (i.e., activity b) means that activity a precedes activity b.

The organizational model in Figure 4, and the temporal model in Figure 5 are represented in ASP as follows:

```plaintext
resource(res1). rlAC(res1,role1). alAC(a,role1).
resource(res2). rlAC(res2,role2). alAC(b,role2).
role(role1). alAC(c,role1).
role(role2). llAC(role2,role1). alAC(d,role2).
defaultDuration(a,3). rsaDuration(res1,a,2).
defaultDuration(b,1). rsaDuration(role2,d,2).
defaultDuration(c,2).
defaultDuration(d,4). upperBound(15).
```

By contrast, the CP representation combines the organizational and temporal models in one array named allowedRAD where activities index the rows and resources index the columns.

```plaintext
noResources = 2;
allowedRAD = |
| 2,3, |
| -1,1, |
| 2,2, |
| -1,1|
upperBound = 15;
```

For example, in the array allowedRAD, the value of 2 at the first row (i.e., activity a) first column (i.e., resource res1) means that res1 can be allocated to the activity a. If so, execution of activity a by the resource res1 takes 2 unit times in the schedule. Any
negative value in this array means that the corresponding resource cannot be allocated to the corresponding activity.

When ASP and CP RABP instances are compared, ASP language is more suitable for encoding RABP instances from the readability and maintainability perspectives.

5 Performance Evaluation

In order to conduct our experiments, we selected four ASP systems and four CP solvers. The ASP systems consist of the combinations of the state-of-the-art ASP grounders GRINGO [11] and I-DLV [12], and the ASP solvers CLASP [13] and WASP [14]. These grounders and solvers are selected for the performance evaluation due to their top performance rankings in the latest ASP Competition [15]. The CP solvers are GECODE [16], CHUFFED [17], HaifaCSP [18], and OR-TOOLS [19]. GECODE and CHUFFED are the out-of-the-box solvers in the MiniZinc environment, and HaifaCSP and OR-TOOLS perform well in the annual MiniZinc challenge [20]. Note that CP solvers take a flattened input: the MiniZinc input is transformed into a low-level FlatZinc representation by MiniZinc-to-FlatZinc converter [10]. Figure 7 summarizes how ASP and MiniZinc inputs (i.e., RABP problem encoding and a problem instance) are transformed into a grounded/flattened (i.e., intermediary) models before being consumed by corresponding solvers.

All the timing results, expressed in seconds, have been obtained by measuring the time needed for computing the optimal RABP solution. Reported use of time and memory includes processing and solving steps (cf. Figure 7). All problem instances have

---

**Fig. 6: Overview of ASP and CP solving**

---

3 https://www.minizinc.org/challenge.html
Table 1: Properties of problem instances

<table>
<thead>
<tr>
<th>id</th>
<th>$n_A$</th>
<th>$\delta_{\text{conc}}$</th>
<th>$n_R$</th>
<th>$n_L$</th>
<th>$u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>50</td>
<td>2</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>90</td>
<td>2</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>10</td>
<td>3</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>50</td>
<td>3</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>90</td>
<td>3</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>7</td>
<td>32</td>
<td>10</td>
<td>4</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>50</td>
<td>4</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>9</td>
<td>32</td>
<td>90</td>
<td>4</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>10</td>
<td>48</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>96</td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>50</td>
<td>6</td>
<td>3</td>
<td>96</td>
</tr>
<tr>
<td>12</td>
<td>48</td>
<td>90</td>
<td>6</td>
<td>3</td>
<td>96</td>
</tr>
<tr>
<td>13</td>
<td>64</td>
<td>10</td>
<td>8</td>
<td>4</td>
<td>128</td>
</tr>
<tr>
<td>14</td>
<td>64</td>
<td>50</td>
<td>8</td>
<td>4</td>
<td>128</td>
</tr>
<tr>
<td>15</td>
<td>64</td>
<td>90</td>
<td>8</td>
<td>4</td>
<td>128</td>
</tr>
<tr>
<td>16</td>
<td>96</td>
<td>10</td>
<td>12</td>
<td>6</td>
<td>192</td>
</tr>
<tr>
<td>17</td>
<td>96</td>
<td>50</td>
<td>12</td>
<td>6</td>
<td>192</td>
</tr>
<tr>
<td>18</td>
<td>96</td>
<td>90</td>
<td>12</td>
<td>6</td>
<td>192</td>
</tr>
<tr>
<td>19</td>
<td>128</td>
<td>10</td>
<td>16</td>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>20</td>
<td>128</td>
<td>50</td>
<td>16</td>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>21</td>
<td>128</td>
<td>90</td>
<td>16</td>
<td>8</td>
<td>256</td>
</tr>
</tbody>
</table>

been solved on a PC (Intel Xeon processor 2.8 GHz) running a Linux kernel. Time and memory for each run were limited to 1 h CPU clock time and 16 GB of memory usage, respectively. The RABP encodings, and the problem instances are accessible at http://urban.ai.wu.ac.at/~havur/RABPASPCPComparison.

RABP Instances. We use BRANCH [3, 21] for generating 35 RABP problem instances. The details of these instances are provided in Table 1. In the table, id column is the unique identifier of each instance, $n_A$ is the number of activities to which resources are going to be allocated, $\delta_{\text{conc}}$ is the degree of concurrency of the generated Petri net, $n_R$ is the number of resources, $n_L$ is the number of roles, and $u$ is the upper bound for makespan. Problem instances (1-21) have gradually increasing number of activities and resources, and problem instances (22-35) are repeated instances of (2,5,8,11,14,17,20) where the upper bound values are doubled and tripled. With the latter, we test the solvers for makespan optimization (i.e., with higher initial upper bounds).

Results. The experiment results are shown in Table 2. It is clear that the memory usage of the CP solvers are consistently lower than the ASP solvers. These results are visualized in Figure 7 as a scatter plot where the x-axis represents the time and the y-axis represents the memory usage of the problem instances solved by the respective systems that are indicated by different markers.

The sorted cactus plots in Figure 8 visualizes the total number of successfully-solved problem instances with respect to required time to solve these instances. These two figures suggest that both ASP systems and CP solvers are competitive in solving RABP instances, while the CP solver HaifaCSP outperforms the others.
### Table 2: Evaluation results

<table>
<thead>
<tr>
<th>ASP</th>
<th>gringo+wasp</th>
<th>gringo+clasp</th>
<th>idlv+wasp</th>
<th>idlv+clasp</th>
<th>gecode</th>
<th>chuffed</th>
<th>hcsp</th>
<th>or-tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>time (sec)</td>
<td>mem (MB)</td>
<td>time (sec)</td>
<td>mem (MB)</td>
<td>time (sec)</td>
<td>mem (MB)</td>
<td>time (sec)</td>
<td>mem (MB)</td>
</tr>
<tr>
<td>1</td>
<td>0.59</td>
<td>13.3</td>
<td>0.79</td>
<td>12.5</td>
<td>0.98</td>
<td>16.8</td>
<td>0.22</td>
<td>26.1</td>
</tr>
<tr>
<td>2</td>
<td>9.13</td>
<td>14.5</td>
<td>10.86</td>
<td>13.4</td>
<td>20.42</td>
<td>99.5</td>
<td>6.75</td>
<td>35.8</td>
</tr>
<tr>
<td>3</td>
<td>OoT 51.2</td>
<td>OoT 1052.7</td>
<td>OoT 43</td>
<td>OoT 1018.6</td>
<td>OoT 27.9</td>
<td>2872.33</td>
<td>653.2</td>
<td>OoT 57.5</td>
</tr>
<tr>
<td>4</td>
<td>2.84</td>
<td>24.1</td>
<td>3.24</td>
<td>41.6</td>
<td>2.73</td>
<td>22.6</td>
<td>0.22</td>
<td>22.2</td>
</tr>
<tr>
<td>5</td>
<td>4.29</td>
<td>29.8</td>
<td>30.54</td>
<td>24.3</td>
<td>11.67</td>
<td>50.4</td>
<td>1.67</td>
<td>21.8</td>
</tr>
<tr>
<td>6</td>
<td>OoT 121.3</td>
<td>OoT 2010.5</td>
<td>OoT 112.5</td>
<td>OoT 1403.3</td>
<td>OoT 37.4</td>
<td>OoT 76.2</td>
<td>0.48</td>
<td>418.4</td>
</tr>
<tr>
<td>7</td>
<td>6.85</td>
<td>39.3</td>
<td>8.32</td>
<td>79.5</td>
<td>9.97</td>
<td>38</td>
<td>17.2</td>
<td>100.2</td>
</tr>
<tr>
<td>8</td>
<td>10.97</td>
<td>70</td>
<td>15.47</td>
<td>141.7</td>
<td>9.73</td>
<td>48.2</td>
<td>4.9</td>
<td>211.4</td>
</tr>
<tr>
<td>9</td>
<td>OoT 154.1</td>
<td>OoT 4718.1</td>
<td>OoT 150.2</td>
<td>OoT 2712.3</td>
<td>OoT 47.7</td>
<td>OoT 911.5</td>
<td>13.39</td>
<td>336.8</td>
</tr>
<tr>
<td>10</td>
<td>45.25</td>
<td>132.3</td>
<td>39.39</td>
<td>231.3</td>
<td>45.65</td>
<td>113.6</td>
<td>102.28</td>
<td>39.6</td>
</tr>
<tr>
<td>11</td>
<td>56.69</td>
<td>271</td>
<td>53.51</td>
<td>233.8</td>
<td>81.99</td>
<td>149.3</td>
<td>104.79</td>
<td>31.8</td>
</tr>
<tr>
<td>12</td>
<td>199.68</td>
<td>756.7</td>
<td>221.86</td>
<td>417.9</td>
<td>750.79</td>
<td>373.5</td>
<td>647.97</td>
<td>796.5</td>
</tr>
<tr>
<td>13</td>
<td>OoT 964.7</td>
<td>OoT 10038.5</td>
<td>OoT 231.2</td>
<td>OoT 5610.8</td>
<td>OoT 85.8</td>
<td>OoT 361.3</td>
<td>77.97</td>
<td>1062.9</td>
</tr>
<tr>
<td>14</td>
<td>464.52</td>
<td>363</td>
<td>812.21</td>
<td>1527.1</td>
<td>289.59</td>
<td>289.8</td>
<td>726.64</td>
<td>1413.5</td>
</tr>
<tr>
<td>15</td>
<td>1489.66</td>
<td>3620.18</td>
<td>1334.9</td>
<td>1340.8</td>
<td>1302.82</td>
<td>1495.2</td>
<td>2974.85</td>
<td>3107.9</td>
</tr>
<tr>
<td>16</td>
<td>210</td>
<td>2404.3</td>
<td>154.18</td>
<td>1541.8</td>
<td>157</td>
<td>157</td>
<td>420.85</td>
<td>4086.9</td>
</tr>
<tr>
<td>17</td>
<td>OoT 3334.5</td>
<td>OoT 7747</td>
<td>OoT 612.9</td>
<td>OoT 3723.2</td>
<td>OoT 245.4</td>
<td>75.39</td>
<td>2386</td>
<td>349.2</td>
</tr>
<tr>
<td>18</td>
<td>OoT 10420.1</td>
<td>OoT 6983.1</td>
<td>OoT 169</td>
<td>OoT 168.9</td>
<td>OoT 2406.6</td>
<td>1613.37</td>
<td>1024.1</td>
<td>9063.2</td>
</tr>
<tr>
<td>19</td>
<td>OoT 13271.9</td>
<td>OoT 4831.9</td>
<td>OoT 170.7</td>
<td>OoT 170.8</td>
<td>OoT 4679</td>
<td>OoT 14828.5</td>
<td>338.29</td>
<td>OoM 119.4</td>
</tr>
<tr>
<td>20</td>
<td>11.69</td>
<td>189</td>
<td>29.03</td>
<td>144.4</td>
<td>14.96</td>
<td>16.7</td>
<td>32.88</td>
<td>139</td>
</tr>
<tr>
<td>21</td>
<td>13.06</td>
<td>23.5</td>
<td>70.24</td>
<td>289.3</td>
<td>25.13</td>
<td>21.6</td>
<td>67.17</td>
<td>290</td>
</tr>
<tr>
<td>22</td>
<td>6.4</td>
<td>44.9</td>
<td>9.1</td>
<td>82.7</td>
<td>6.29</td>
<td>37.8</td>
<td>44.36</td>
<td>80.8</td>
</tr>
<tr>
<td>23</td>
<td>10.73</td>
<td>66.8</td>
<td>13.84</td>
<td>118.2</td>
<td>9.41</td>
<td>53.6</td>
<td>130.93</td>
<td>115.8</td>
</tr>
<tr>
<td>24</td>
<td>21.42</td>
<td>123.3</td>
<td>28.12</td>
<td>223.2</td>
<td>21.01</td>
<td>80.1</td>
<td>365.73</td>
<td>185</td>
</tr>
<tr>
<td>25</td>
<td>33.44</td>
<td>176</td>
<td>32.38</td>
<td>191.5</td>
<td>40.43</td>
<td>115.6</td>
<td>1202.17</td>
<td>273.5</td>
</tr>
<tr>
<td>26</td>
<td>101.12</td>
<td>4608</td>
<td>114.47</td>
<td>293.4</td>
<td>248.52</td>
<td>253.3</td>
<td>265.02</td>
<td>462.3</td>
</tr>
<tr>
<td>27</td>
<td>186.69</td>
<td>6509</td>
<td>182.1</td>
<td>402</td>
<td>412.67</td>
<td>411</td>
<td>44.37</td>
<td>639.7</td>
</tr>
<tr>
<td>28</td>
<td>396.94</td>
<td>1263.3</td>
<td>583.27</td>
<td>642.2</td>
<td>134.16</td>
<td>166.9</td>
<td>1440.37</td>
<td>1188.2</td>
</tr>
<tr>
<td>29</td>
<td>588.57</td>
<td>1897</td>
<td>646.49</td>
<td>819.2</td>
<td>2310.91</td>
<td>1017.7</td>
<td>5394.53</td>
<td>1584.3</td>
</tr>
<tr>
<td>30</td>
<td>2975.27</td>
<td>5633.7</td>
<td>2580.04</td>
<td>2060.3</td>
<td>1034.2</td>
<td>105.1</td>
<td>2984</td>
<td>1034.2</td>
</tr>
<tr>
<td>31</td>
<td>OoT 8298.5</td>
<td>3574.496</td>
<td>OoT 142.3</td>
<td>142.3</td>
<td>OoT 358.4</td>
<td>OoT 1866.95</td>
<td>9870.6</td>
<td>OoT 1263.1</td>
</tr>
<tr>
<td>32</td>
<td>OoT 336.3</td>
<td>OoT 326.3</td>
<td>OoT 1266.3</td>
<td>OoT 523</td>
<td>OoT 334.53</td>
<td>OoT 347.63</td>
<td>OoM 373.13</td>
<td>OoM 3357.1</td>
</tr>
<tr>
<td>33</td>
<td>OoT 202.2</td>
<td>OoT 202.3</td>
<td>OoT 327.8</td>
<td>OoT 633.4</td>
<td>349.1</td>
<td>423.59</td>
<td>467.3</td>
<td>OoM 1357.1</td>
</tr>
</tbody>
</table>
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Fig. 7: Scatter plot of all instances
Fig. 8: Sorted cactus plots
Overall, the ASP systems GRINGO+CLASP, GRINGO+WASP, IDLV+CLASP, and IDLV+WASP solve 22, 35, 23, and 21 problem instances; whereas the CP solvers GECODE, CHUFFED, HCSP, and OR-TOOLS solve 19, 27, 30, and 11 problem instances among the given 35 instances whose properties are detailed in Table 1.
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