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Abstract

Collaborative open knowledge graphs undergo continuous updates
from a diverse community of users. Because of this, analyzing the
details or the sources of these changes can often be di!cult. This the-
sis aims to address these challenges by proposing a novel approach to
visualizing the evolution of knowledge graphs, focusing specifically on
Wikidata. By integrating large language models (LLMs) together with
event knowledge graphs, the research explores the possibility of con-
textualizing changes within the graph and linking them to real-world
events. For instance, a statement added to a Wikidata entity asso-
ciated with a public figure might correspond to a recent newsworthy
event involving that individual. By providing explanations for these
changes, this work seeks to enhance our comprehension of knowledge
graph evolution, bridging the gap between raw data updates and their
broader implications. Ultimately, this research aims to contribute to
a deeper understanding of the dynamics that shape the evolution of
crowd sourced knowledge bases such as Wikidata.
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1 Introduction
In the current digital age, structured knowledge bases have become indispens-
able tools for organizing and disseminating information. They o!er a flexible
data representation in graph form, which is both machine readable as well
as easy to edit and expand with new data [20]. Wikidata, a collaborative
knowledge base project of the Wikimedia Foundation, serves as a central-
ized repository of structured data supporting its Wikimedia sister projects
such as Wikipedia, Wiktionary, and numerous others [58]. Its strength lies
in its dynamic and editable nature, allowing it to evolve in response to new
information, corrections, and contributions from a global community of edi-
tors [57]. This constant evolution reflects not only the fluidity of knowledge
but also the influence of real-world events, technological advancements, and
cultural phenomena. Along with knowledge bases, large language models
(LLMs) have been recently getting a lot of attention [48]. Their ability to
interpret natural language has already proved to be useful in many natural
language processing tasks, where they achieve state-of-the-art performance
[30, 31]. Furthermore, thanks to their extensive training on large datasets
derived from real-world data, they are highly e!ective at retrieving infor-
mation in a manner similar to a search engine [31]. These qualities make
them perfect for complex tasks, requiring an understanding of language as
well as reasoning and knowledge of the world. However, LLMs lack genuine
comprehension and reasoning, which may lead to factually inaccurate or mis-
leading responses [31]. This means the outputs have to be carefully verified
and evaluated and can not be taken as a fact.

This thesis aims to explore how the temporal changes in Wikidata entities
can be e!ectively visualized and understood. The primary focus is on de-
veloping visualization techniques that highlight the evolution of entity data
over time and employing LLMs to connect these changes to significant real-
world events gathered from event centric knowledge bases. By analyzing the
correlation between entity updates and external phenomena, this research
seeks to create tools that not only make data changes more interpretable
but also uncover the broader narratives that drive them. Ultimately, this
thesis aspires to contribute to the growing field of knowledge graph analysis
by o!ering tools and insights that illuminate the dynamic interplay between
structured data and the ever-changing world it seeks to represent.

1.1 Problem Statement
Wikidata is a dynamic, collaborative knowledge base that evolves continu-
ously as users contribute, update, and refine its content. These updates can
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be as simple as correcting a typographical error or as complex as adding a
new entity with extensive metadata. According to Wikistats [52], more than
2.3 billion edits contributed by an average of 8 thousand users have been
committed to Wikidata since its inception. While these edits improve the
quality of Wikidata, they also create a volatile environment where under-
standing the reasons behind specific changes is challenging. With so many
contributions happening at every moment, it can prove di"cult to extract
specific information on the time when a specific change happened and even
more so what was the rationale behind this change.

The quality of data contained within Wikidata has been the subject of
plenty of research. The literature survey conducted by Piscopo and Simperl
[39] looked at 28 papers that addressed this topic. Their survey showed that
areas such as data completeness and consistency together with accuracy are
among the most studied dimensions [39]. On the other hand, timeliness and
trustworthiness are among the less researched qualities, with timeliness only
being addressed by two of the surveyed papers [39]. According to Zaveri et
al. [62], timeliness refers to the up-to-date nature of the data. This means it
can be evaluated by the frequency of updates, as well as the ability to check
the validity of information and the modification date [13]. The frequency
of updates is high for Wikidata, with on average 16 million edits happening
per month [52]. However, when it comes to the validity of information and
the modification date, only the former can be checked using qualifiers, while
the latter is missing from Wikidata [13]. The metadata only provides the
last date of revision of the entity as a whole, and not each of the statements
connected to it.

To address this challenge, our research introduces a novel approach that
leverages LLMs and event knowledge graphs in a visualization tool to facil-
itate easier interpretation of the evolution of Wikidata entities. A method
similar to the one described by Y. Jin and S. Shiramatsu [22] is employed
to establish causal relations between events and entity changes. Real-world
events connected to the changed entity are extracted, and then a LLM is
used to link the events to the changed statements. Through this process,
valid sources and rationale for each of the changes are obtained. Addition-
ally, by visualizing the changes in statements done to an entity over time,
the timeliness of these changes can be interpreted, since the time period each
change took place is pinpointed. Our methods could provide insights into
the dynamics of knowledge creation, the spread of information, and the im-
pact of global events on collaborative knowledge base development. Overall,
our approach aims to provide a tool which can be further utilized to explore
entity evolution dynamics, what drives these changes, as well as a deeper
understanding of the entity itself.
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1.2 Motivational Use-cases
Understanding the temporal evolution of Wikidata entities and their sources
can be incredibly beneficial across a range of disciplines. Not only would it
expand and deepen our understanding of collaborative knowledge graphs and
the mechanisms underlying their development but also aid in a lot of diverse
fields.

For instance, in social sciences often times the evolution of culture and
societal trends is pivotal. Researching how our society shifts focus on di!er-
ent issues and topics can be di"cult in our fast-paced digital world. Given
that Wikidata seeks to represent our current knowledge of the world, by an-
alyzing edits over time we can interpret these shifts in culture in di!erent
periods. By applying our approach, researchers could examine for example
the number and nature of edits related to women in STEM fields. From
this analysis, patterns might emerge that would indicate a growing societal
interest in equal gender representation within traditionally male-dominated
fields. Furthermore, leveraging the LLM feature of the tool, the researchers
could identify important contextual factors influencing these changes, such
as a surge in edits following a female researcher receiving recognition through
awards or mainstream media coverage. This kind of analysis would be help-
ful in deriving what factors shape societal perceptions and how they evolve
over time.

Similarly, our approach o!ers great potential for historical research. Af-
ter all, historical knowledge evolves over time in response to new discoveries
and reinterpretations. Because Wikidata is collaboratively edited by a vast
number of volunteers from across the world, it can represent the common
general knowledge and understanding about historical subjects. By using
our approach, historians could get a better understanding at how collective
knowledge and memory of specific events or historical figures change over
time. For example, the removal of confederate monuments and memorials
in the United States represents a significant shift in perception of historical
figures. With our proposed approach, historians could inspect when these
perception shifts occurred, as well as identify the events that may have con-
tributed to them. While some cases, like the Confederate monument debate,
are well-documented, many others lack such clear timelines. Our approach
simplifies the process of identifying the timing of these changes, while also
aiding in uncovering their possible causes.
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1.3 Research Questions and Scope
This thesis seeks to address the overarching question: Can analyzing tem-
poral changes in Wikidata entities provide meaningful insights into the re-
lationship between these changes and real-world events? More specifically,
it explores several sub-questions: Is there a discernible relationship between
editing activity in Wikidata and significant events? To what extent can LLMs
e!ectively link statement changes in Wikidata to world events? And, ulti-
mately, does this approach provide a viable framework for understanding the
dynamics of collaborative knowledge creation? By focusing on these ques-
tions, this thesis aims to evaluate the feasibility and utility of creating a new
tool for visualizing and analyzing changes between time points in Wikidata
entites, incorporating temporal analysis and insights derived from LLMs and
real-world events.

The scope of this thesis is intentionally designed as a proof of concept.
Temporal changes will be analyzed over four time points: 2019, 2021, 2021
and the present. These time points should be su"cient to test the feasibil-
ity of our approach and investigate whether any connections between events
and statement changes can be identified. When it comes to the data from
Wikidata used for analysis, focus will be kept on entity statement triples of
subject, predicate and object. While Wikidata provides data beyond these
statements, such as qualifiers, which provide additional details for each state-
ment, these should not be necessary for analyzing event connections to state-
ment changes. Real world events will be extracted from EventKG [15], an
open curated knowledge graph of events and temporal relations, due to its
ease of access as well as vast amount of event data containing time when
compared to other open multiple domain knowledge bases. The study will
leverage only open-access LLMs to ensure accessibility and reproducibility of
methods. Even though both Wikidata and EventKG support multiple lan-
guages, this thesis will only be working with data in English, mainly to help
our LLM generations be more consistent as well as simplifying any necessary
pre-processing.

The deliverable for this research will include a tool released as an open-
source web application as well as a repository on GitHub, providing a foun-
dation for future exploration and development by the community. This tool
will be designed to visualize entity changes, link them to corresponding real-
world events, and facilitate deeper analysis. By o!ering this resource, the
thesis aims to not only address the research questions but also contribute a
scalable framework for investigating the evolution of collaborative knowledge
bases and their relationship with the world they document.
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1.4 Thesis Structure
To start, the background of the topics that are crucial to our approach are
introduced. The ground is set by defining knowledge graphs and examining
the structure of Wikidata, event databases such as the EventKG, as well as
a brief discussion about LLMs and possible visualization techniques. In the
Methodology section, the process for creating the proposed approach is de-
tailed. Our queries for Wikidata and EventKG are introduced, as well as our
change detection process. LLM prompts that connect the statement changes
to events are showcased, also including some example outputs . On top of
that, the features and development of our visualization tool are presented.
Lastly, example use cases for our approach are displayed and the limitations
and potential continuations of our work are discussed.

2 Background and Related Work
Before delving into the specifics of the proposed approach, it is essential
to establish the foundational context of the research domain. This section
explores knowledge graphs, which form the foundation of the research. Ad-
ditionally, it dives deeper into the history and structure of Wikidata as well
as introducing event centric knowledge graphs, focusing on EventKG. Since
LLMs are utilized to connect events to statement changes, an introduction to
the fundamentals of LLMs is also provided. Furthermore, various methods
for visualizing ontology changes and evolution are discussed, which will be
useful for developing our tool. Firstly, the work related to our goals will be
examined.

An important starting point for our related work discussion is Wikidated
1.0 [47], where the authors present a method for constructing an evolving
knowledge graph of Wikidata using its revision history. Their approach uti-
lizes Wikidata dumps rather than queries, enabling the extraction of the
complete historical dataset. The paper details their methodology and pro-
vides tools for generating this dataset. While the findings of the Wikidated
1.0 team are compelling, their approach lies outside the scope of this the-
sis. Nevertheless, their method for change detection proves highly valuable,
and a similar strategy is adopted in this thesis. Notably, the authors focus
on categorizing RDF triple additions and removals rather than performing a
detailed analysis, which aligns well with our objectives, as it avoids the risk
of making incorrect assumptions about the nature of edits.

The master thesis by N. Krenn [23] also explores the evolution of Wikidata
and presents a related perspective. In this work, the author investigates the
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feasibility of achieving topic-wise modularization of Wikidata by clustering
users based on their utilized vocabulary. By extracting the complete edit
history of Wikidata from dumps and performing extensive pre-processing,
the author creates a valuable resource for subsequent research. Preliminary
network analyses are conducted through clustering, revealing that clustering
based on users’ entity similarity yields coherent results, whereas clustering
based on users’ vocabulary does not produce clear outcomes. The thesis o!ers
valuable insights into the underlying dynamics of collaborative knowledge
graphs and establishes a foundational framework for further research in this
area. However, it primarily focuses on the evolution of Wikidata’s schemas
and the behavior of its contributors rather than the changes to the content
itself. In contrast, our approach centers on analyzing and contextualizing
the changes made to the statements within Wikidata, rather than its editors.
While this work provides a helpful reference, it does not directly address the
specific challenges targeted in this research.

The work of Y. Jin and S. Shiramatsu [22] has been highly influential for
our methodology, as it addresses a comparable challenge in linking events to
entities. In their paper, the authors present an approach that leverages Gen-
erative Pre-Trained Transformer 3 (GPT-3) [4], a type of LLM pre-trained
on a large dataset and fine-tuned for specific tasks [41]. This approach aims
to extract causal relationships of news to entities from news texts and fur-
ther infer the impact of these events on related entities. Our approach builds
on this concept but introduces enhancements by sourcing a curated list of
events from EventKG rather than extracting event data directly from news
texts. Additionally, these events are linked to specific statement changes
within Wikidata rather than associating them with entities more generally.
This refinement allows us to achieve a more detailed understanding of how
individual events influence specific statement changes and contribute to the
broader evolution of the entity. This approach aims to provide a richer con-
textualization of the dynamic interplay between events and entity evolution.
The insights and methods presented in Y. Jin and S. Shiramatsu [22] have
been valuable as a point of reference, enabling us to refine and adapt their
approach to address the specific objectives of our research.

C. Sarasua et al. [46] conducted an in-depth analysis of the editing be-
havior of di!erent types of Wikidata contributors, yielding notable insights.
The study revealed that most edits are performed by a small group of highly
active editors, called power editors, while the majority of users contribute
only a few edits. Interestingly, the findings also highlighted that there is
no direct correlation between an editor’s lifespan on the platform and their
volume of edits. Additionally, the research identified that the average dura-
tion of an edit session on Wikidata is approximately four times longer than
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on Wikipedia. Another intriguing observation was the di!erence in editing
patterns between power editors and standard editors. Power editors tend
to contribute at a steady pace, whereas standard editors display fluctuating
activity levels, with periods of increase and decrease. This dynamic may
partially relate to our approach, as it is hypothesized that real-world events
could influence these non-linear editing patterns. This research o!ers com-
pelling insights that could inform future studies on the drivers of Wikidata
changes. Its exploration of editing dynamics serves as a useful foundation
for further investigations into the interplay between editor activity and the
evolution of Wikidata content.

2.1 Knowledge Graphs
Knowledge graphs have become integral to the organization and utilization
of large-scale, interconnected data. A. Hogan et al. define knowledge graphs
as: ”a graph of data intended to accumulate and convey knowledge of the
real world, whose nodes represent entities of interest and whose edges rep-
resent potentially di!erent relations between these entities” [20]. Knowledge
graphs provide a framework for capturing and linking diverse information
in a way that is both machine-readable and contextually meaningful [20].
Unlike traditional relational databases, which primarily store data in rigid
tabular formats, knowledge graphs adopt a flexible, semantic structure that
enables dynamic query generation and integration of heterogeneous datasets
[1].

This adaptability has led to their widespread application in many fields
and companies [32]. When utilized by a company, they are referred to as
enterprise knowledge graphs,which are typically private to the company and
used for commercial applications [32]. Notable industries leveraging enter-
prise knowledge graphs include commerce, web search, finance and social
networks among others [20]. On the other hand, open knowledge graphs
are publicly available for everyone to use. Some examples of open knowl-
edge graphs include DBpedia [26], YAGO [19], and Wikidata [58]. The listed
graphs span multiple domains and languages, however domain specific knowl-
edge graphs also exist, focusing on for example government, life sciences or
world events.

A core feature of knowledge graphs is their reliance on graph-based data
models. Nodes in the graph represent entities, such as people, places, or
concepts, while edges denote the relationships between these entities, forming
a web of interconnected data. This design not only reflects the complexity of
real-world information but also allows for intuitive visualizations and deep
analytics. It does not require hierarchical organization of the data, which
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allows for modeling of complex and interconnected relationships more flexibly
than hierarchical structures like trees [20]. Additionally, it provides the added
benefit of flexibility for incorporating new data sources, unlike the standard
relational model, which requires a predefined schema that must be adhered
to throughout the process [20].

A widely used data model that captures this structure is the Resource
Description Framework (RDF) [9]. In the RDF model, data is represented as
a triple of a subject, a predicate and an object, where we can imagine that
the subject is connected to the object via the predicate [9]. This means that
for knowledge graphs, subject and object will denote entities or nodes, while
predicate will stand for relationships or edges between them. To access data
stored in RDF format remotely, SPARQL endpoints are commonly used.
SPARQL is a semantic query language designed for databases that store
data in RDF format [36]. It allows data to be retrieved, filtered, or matched
against specified patterns using SPARQL [36]. A basic SPARQL query typ-
ically includes prefixes, which declare namespaces for compact URIs, a SE-
LECT clause that specifies the variables to return, and a WHERE clause
that defines the graph patterns to match. A SPARQL endpoint refers to an
access point that enables clients to send queries to the database.

With such a big focus on flexibility, it is no surprise knowledge graphs
go through a lot of changes. Over time, they evolve as new information is
added, existing relationships are refined, and outdated data is corrected or
removed. This dynamic nature reflects the continual development of human
understanding and real-world events, but it also poses significant challenges
for those seeking to analyze and interpret this evolution. These changes are
either automatically extracted from outside sources [19, 26], or they are built
and kept by a collaborating volunteers [58]. Understanding why specific
changes occur, whether due to emerging discoveries, societal shifts, or the
resolution of controversies, requires contextual awareness that goes beyond
the graph’s immediate data.

2.2 Wikidata
Wikidata is a collaboratively edited open knowledge base operated by the
Wikimedia Foundation, designed to serve as a structured data repository
supporting Wikipedia and other Wikimedia projects [58]. Launched in 2012
as a small project, it aimed to centralize the management of factual data, en-
suring consistency and reducing redundancy across various Wikimedia plat-
forms [57]. At the end of 2014, the other major collaborative knowledge base
named Freebase [2] developed by Google was shut down in favor of Wikidata
due to its success [35]. As part of the shut down, Google agreed to transfer
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the data of Freebase to Wikidata [59]. This resulted in a great data migra-
tion e!ort, where issues such as data quality and a lack of references, which
are crucial to the community of Wikidata had to be addressed [35]. In the
end, 14 million new statements were added to Wikidata, which constituted
a 21% increase in its size at the time [35].

Currently, Wikidata is crucial for the Wikimedia ecosystem, as well as
many further applications, which rely on its machine-readable data [59]. For
example, the di!erent pages of Wikidata have been viewed a total of 279
million times during 2023 alone [52]. At the time of writing in January,
2025, it contains almost 115 million data items, which total 13 billion words
[52]. This content has been managed by a total of 6.8 million unique users,
23.8 thousand of whom are still currently active [52]. This data has been
updated a lot throughout the life span of Wikidata. Specifically, there have
been nearly 2.3 billion edits committed, which translates to roughly 19 edits
per page on average [52].

The structure of Wikidata mostly follows knowledge graph logic, so data
inside it is represented by a RDF triple of subject, predicate and object [12].
The exception to this would be more complex data, that is not possible to
represent in such a simple manner. For this data, subordinate property value
pairs are used called "qualifiers" [33]. These qualifiers contain contextual in-
formation about given basic statements. Users all around the world can add
and edit these statements [34]. This structured data format allows for the
integration of diverse information across di!erent languages and disciplines,
promoting a multilingual and universal knowledge ecosystem [64]. Most im-
portantly, all of this data is accessible for free public use by anyone. It can be
extracted directly in the form of weekly JSON dumps of the entire knowledge
base that can then be further processed. Alternatively, it can be accessed
via SPARQL endpoints, which allow for extensive querying of the knowledge
graph and opens the door for a plethora of uses ranging from enhancing
search engines [44] to improving automatic text generation [45, 6].

2.3 Event Knowledge Graphs
Event knowledge graphs are simply domain specific knowledge graphs that
focus on events. They are usually formed by extracting existing event data
from other more general knowledge graphs or other sources of data such as
Wikipedia [17]. Another approach for creating event knowledge graphs is
by scraping news websites, where each article is automatically examined for
relevant events and entities and added to the knowledge graph in real time
[17]. As events encapsulate occurrences in the real world, it is evident that
this information holds significant value across a wide range of fields. Be-
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cause of this, they are often further specified by only focusing on events from
concrete domains, such as tourism [27], finance [10] or sports [43]. Nonethe-
less, more general event centric knowledge graphs are still a very valuable
resource for plenty of applications, such as search [61, 44], text generation [8]
or recommendation [60].

For the purposes of our work, EventKG [15] will be utilized. EventKG is a
multilingual event-centric temporal knowledge graph developed to facilitate
a global view on events and temporal relations [14]. The inclusion of both
events and temporal relations make EventKG a fusion of structured and semi-
structured data in one knowledge graph [14]. It was created by extracting
event data from existing knowledge bases, namely Wikidata [58], DBpedia
[26] and YAGO [19] as well as sources like the Wikipedia Current Events
Portal [50] and Wikipedia event lists [51] in 15 languages [14]. Table 1 shows
that this leads to EventKG containing more events than any of its sources,
while also expanding on their details such as the time of the event. Note that
for semi-structured sources like Wikipedia event lists and Wikipedia Current
Events Portal, locations were not extracted [15]. Furthermore, the entire
knowledge graph is available for public use, either by downloading the entire
graph or through the o"cial SPARQL endpoint [15]. All these qualities make
EventKG perfect for our proof-of-concept work. It is pivotal for our approach
to have reliable, open source event data which contains temporal information
so that real-world events could be linked to Wikidata statement changes.
EventKG fulfills this role for our time points, while providing sourced data
for not just events, but also temporal relations which could also be linked to
statement changes.

Knowledge Graph Events Known Location Known Time

EventKG 1,348,561 496,537 1,151,734
Wikidata 715,286 480,616 498,930
YAGO 262,286 63,051 89,276
DBpedia (en) 302,274 13,784 31,845
Wikipedia event lists (en) 208,727 0 208,727

Table 1: Comparison of Event Data Across Knowledge Graphs [16]

2.4 Large Language Models
Large Language Models (LLMs) are a class of machine learning models de-
signed to process and generate natural language. In the context of this
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thesis, LLMs are employed to analyze and select events that are connected
to Wikidata statement changes. Although this thesis primarily focuses on
knowledge graphs and their visualization, a foundational understanding of
LLMs is necessary.

LLMs are built upon the transformer architecture, which was introduced
by Vaswani et al. [55]. These models are pre-trained on extensive datasets
comprising textual data from diverse sources such as books and the internet
[63]. The training of LLMs occurs in two main stages: pre-training and
fine-tuning. Pre-training involves exposing the model to vast amounts of
text to learn general linguistic patterns and representations [55]. During
this stage, the model develops a foundational understanding of language,
which it applies broadly across di!erent contexts. Fine-tuning is a subsequent
step, where the model is further trained on task-specific datasets to refine its
parameters [31]. This process ensures that the model is tailored to address
particular domains or perform specific tasks more e!ectively.

The training process begins with tokenization, a technique that segments
text into smaller units called tokens. Tokens can represent words, subwords,
or individual characters depending on the tokenizer employed [29]. The
transformer processes input tokens in parallel while maintaining their po-
sitional information through positional encodings [55]. A key component of
the transformer architecture is the attention mechanism, which assigns dy-
namic weights to tokens based on their contextual relevance within a sequence
[55]. This mechanism enables the model to capture relationships between to-
kens, regardless of their position in the text. During training, LLMs learn
to adjust billions of parameters, which encapsulate the knowledge extracted
from the training data [55]. These parameters govern the model’s behavior
and serve as the foundation for generating outputs. When generating out-
puts, the user’s input is tokenized, and the model predicts the most likely
continuation of the input based on its learned parameters [31]. This process
involves selecting tokens iteratively, with each selection informed by the pre-
ceding context, thereby constructing coherent and contextually appropriate
responses.

Despite their remarkable capabilities, LLMs have notable limitations.
They often reflect biases inherent in their training data, which can lead
to biased or inappropriate outputs [63]. Additionally, while LLMs gener-
ate outputs that are contextually plausible, they lack true understanding
or reasoning, which can result in factually incorrect or misleading responses
[31]. These challenges show why it is important to always evaluate and ver-
ify responses generated by LLMs, especially when accuracy and validity is
critical, as is the case in this thesis.
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Figure 1: Showcase of OntoDi!Graph (ODG) [24]

2.5 Visualization
There is extensive literature on the visualization of changes, particularly
when generalizing the topic to ontology visualization. The poster developed
by K. Chung et al. [7] provides a good baseline introduction to the topic.
In their work, the authors present three dominant methods for visualization
of ontology change: graphical notation, list visualizations, and abstraction
networks [7]. These methods are evaluated based on their change representa-
tion, scalability and contextual informativeness. Of particular interest to our
research is the graphical notation approach, exemplified in the poster by the
OntoDi!Graph (ODG) [24]. The ODG organizes changes in a hierarchical
structure, with each state di!erentiated through a color scheme [24]. Figure
1 shows an example of how this method looks. While this approach lacks
scalability, this limitation is not a problem for our purposes, as our focus is
on visualizing only the changes within the ontology rather than highlight-
ing the changes within the entire ontology itself. Furthermore, the ODG
does not support the visualization of complex changes, but this is also not a
concern for our work, as our focus is limited to the addition and removal of
statements. The hierarchical representation provided by the ODG aligns well
with our objective of presenting statement changes in a clear and organized
manner, making it a suitable choice for our visualization needs.
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Figure 2: Showcase of AberOWL [42]

The literature review conducted by R. Pernish et al. [38] serves as a
highly valuable resource for our selection of a visualization method. The au-
thors perform a systematic review, evaluating 28 ontology visualization tools,
which they categorize into five primary groups. These groups include list vi-
sualizations, graph visualizations, visualizations combining lists and graphs,
visualizations combining lists, statistics and graphs, and mixed visualizations
[38]. The paper goes on to analyze trends in the field, noting, for instance,
that ontology visualization research peaked in 2008 and 2017 [38]. Addition-
ally, the focus has shifted from visualizing changes to capturing evolutions,
with a slight preference for interactive, graph methods emerging in recent
years [38, 40, 37]. Once again, graph visualization stood out to us as the
best choice for our purposes based on the analysis of the survey. Among
the tools reviewed, the approach employed by AberOWL [42] was of partic-
ular interest, a showcase of which is in figure 2. It utilizes a straightforward
yet e!ective method of visualizing direct changes. Changes are distinguished
through color di!erences within a hierarchical structure, making this method
especially relevant to our goals.

Based on the reviewed resources, an interactive graph visualization ap-
proach was ultimately selected. This method o!ers the advantage of pro-
ducing clear and intuitive visualizations, enabling even non-experts to com-
prehend the underlying structure of ontologies with ease. Its limitations,
such as a lack of scalability and the inability to represent complex changes,
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Figure 3: Workflow Diagram

are not significant concerns for our specific objectives. Hence, it was de-
termined that the most e!ective solution would be a interactive webgraph
featuring color di!erentiation for the di!erent states of nodes, similar to the
approach showcased by AberOWL [42]. To enhance usability and reduce
visual clutter, a supplementary side panel displaying detailed information
about selected nodes will also be incorporated. This design ensures that the
visualization remains both accessible and comprehensive without sacrificing
critical details.

3 Methodology
To provide a clearer understanding of the proposed method, our workflow is
outlined in figure 3. The process begins with the collection of two Wikidata
datasets containing the outgoing statements of a specific entity at two distinct
time points. Simultaneously, EventKG is queried to retrieve the temporal
relations and events associated with the entity. Next, change detection is
performed on the two Wikidata datasets to identify statements modified
between the selected time points. Finally, an instructed LLM is utilized to
analyze the detected changes and events, in order to select an event connected
to the statement change. If no event is selected, either due to no events
being available or simply no event fitting the statement change, the LLM
generates an event that could explain the change instead. The results are
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subsequently integrated into an interactive webgraph visualization, providing
a comprehensive representation of the entity’s evolution over time.

3.1 Wikidata Querying and Change Detection
The first step in our approach is gathering Wikidata outgoing statements
from two di!erent time points. This requires extracting not only the human-
readable labels of the statement triples but also their corresponding Wikidata
codes, which are essential for conducting the change detection.

To obtain the required datasets, the challenge of accessing historical data
must first be addressed. While the SPARQL endpoint provides access to cur-
rent data without di"culty, historical data retrieval relies on the availability
of weekly database dumps provided by Wikidata. For this thesis, historical
data was sourced from the Wikidata endpoints o!ered by the Vienna Univer-
sity of Economics and Business using qEndpoint SPARQL endpoints, which
includes database dumps from 2019, 2021, and 2023. As the university end-
point also uses SPARQL, the same query developed for the o"cial Wikidata
endpoint can be utilized without modification, streamlining the data extrac-
tion process. A sample query for Wikidata Entity Q42 (Douglas Adams)
which we use in our proposed solution is presented in listing 1.

1 PREFIX bd: <http :// www.bigdata.com/rdf#>
2 PREFIX wd: <http :// www.wikidata.org/entity/>
3 PREFIX wikibase: <http :// wikiba.se/ontology#>
4 SELECT ?subject ?subjectLabel ?predicate ?realpredicateLabel

?object ?objectLabel
5 WHERE {
6 #Set searched for entity as subject to get outgoing

statements
7 BIND(wd:Q42 AS ?subject).
8 #Get the predicate and object
9 ?subject ?predicate ?object.

10 #Resolving direct claims
11 ?realpredicate wikibase:directClaim ?predicate
12 #Getting the labels in english
13 SERVICE wikibase:label {bd:serviceParam wikibase:language "

en".}
14 }

Listing 1: Wikidata Query

An example of the data gathered can be seen in table 2. However, not all
Wikidata statements are relevant for tracking meaningful changes. One such
case would be the various identifier codes of entities in various databases, such
as the International Standard Name Identifier (ISNI) or KBpedia. While this
information is essential for maintaining data integrity, it is less significant for
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Subject Object Predicate

Q42 P123 Q1
Q42 P456 Q10
Q42 P321 Q999

SubjectLabel ObjectLabel PredicateLabel

Douglas Adams field of work science fiction
Douglas Adams notable work Dirk Gently series
Douglas Adams spouse Jane Belson

Table 2: Example Outgoing Statements of Douglas Adams in 2021

Subject Total Statements Statements with IDs removed

Douglas Adams 294 80
Boston 311 193

World War II 193 84

Table 3: Statement Counts of Di!erent Entities in 2023

event-driven change analysis. To address this issue and also reduce clutter in
the visualization later on, an option was implemented to filter out all state-
ments that include "ID" using regular expression. It should be noted that
not all identifiers are removed this way, since some of them do not conform
to the "ID" nomenclature (e.g. ISNI). The importance of this filtering step
is evident in table 3, which demonstrates how many statements get filtered
out for various example entities. This filtering process enhances the clarity
of the visualizations, enabling a sharper focus on statement changes that can
potentially be linked to real-world events.

The next step in the methodology involves change detection and classi-
fication. The topic of classification is more complex of the two. There can
be a lot of reasons for edits, such as correcting typographical errors, adding
new information, elaborating on existing information, or removing inaccu-
rate statements. To fully capture this complexity, a large number of classes
would need to be created. Capturing this level of detail would require the cre-
ation of numerous change categories, which could introduce ambiguity given
the limited context provided by the statement triples alone. Therefore, an
approach inspired by Wikidated 1.0 [47] was adopted, in which changes are
classified into two broad categories of statement additions and removals. This
approach ensures accuracy by avoiding potential misclassification of changes
while leaving the interpretation of specific change types to the user analyzing
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the changes. To identify changes between two time points, all predicates and
objects connected to a given subject at each time point are compared. Since
the subject is fixed for all statements, the comparison focuses on determining
whether the same predicate-object pair exists in both datasets. The compar-
ison is performed using the Wikidata identifiers rather than labels to ensure
consistency in format. A statement found only in the newer dataset is clas-
sified as an addition, while one appearing exclusively in the older dataset is
classified as a removal. This streamlined classification process ensures clarity
and precision in the detection of changes.

3.2 EventKG Querying
To utilize event data for connecting or explaining statement changes, it is
essential to gather as much data as possible. This process involves collecting
both temporal relations and events. The EventKG endpoint uses SPARQL,
so it has some similarities to our Wikidata query, however there are quite a
few di!erences as well. By default, EventKG selects the highest rank source
for an event when multiple sources are available. To ensure the capture of all
possible event information, data from all available sources is retrieved, with
duplicates filtered out afterward. This approach ensures that any details
captured by one source but omitted by another are preserved. Additionally,
only events occurring within the specified time scope are of interest. For
this purpose, the starting time of events is filtered directly within the query.
However, some events, especially ongoing ones, lack an end time and filter-
ing for their end time within the query would lead to their exclusion. To
address this, filtering for event end times is done to the output stage of the
query, alongside the duplicate filtering process. The SPARQL query used for
extracting events is provided in listing 2. Textual events are presented in the
form of descriptions, typically as short paragraphs. An example output can
be observed in table 4.

1 SELECT DISTINCT ?beginTime ?endTime STR(? description) AS
2 ?description ?graph
3 WHERE {
4 ?actor owl:sameAs dbr:Douglas_Adams .
5 #choose only textual events
6 ?event rdf:type eventkg -s:TextEvent .
7 #choose events where Douglas Adams is involved
8 ?event sem:hasActor ?actor.
9 #get source of the information

10 GRAPH ?graph {?event sem:hasBeginTimeStamp ?startTime . }
11 #get description of the event in english
12 ?event dcterms:description ?description .
13 FILTER(LANG(? description) = "en") .

24



beginTime endTime description source

2020-06-09 2020-06-09

Statues of Christopher
Columbus are beheaded in

Boston, Massachusetts,
and knocked over in

Richmond, Virginia in support
of Native American rights.

Wikipedia_en

Table 4: Example Event of Boston Between 2019 and 2021

14 #if there is a start date , filter based on our needs
15 ?event sem:hasBeginTimeStamp ?beginTime .
16 OPTIONAL { ?event sem:hasEndTimeStamp ?endTime .}
17 FILTER (? beginTime >= "{start }-01-01"^^xsd:date)
18 }
19 ORDER BY ?beginTime

Listing 2: EventKG Events Query

The temporal relations have the form of a triple the same as with Wiki-
data. Since no comparisons between datasets are required for this task, only
the human-readable labels of the relations are extracted. The query for re-
trieving temporal relations is shown in listing 3, with an example output
provided in table 5.

1 SELECT DISTINCT ?beginTime ?endTime (STR(? propertyLabel)
2 AS ?propertyLabel) (STR(? objectLabel) AS ?objectLabel) ?graph
3 WHERE {
4 ?actor owl:sameAs dbr:Douglas_Adams .
5 #choose temporal relations connected to Douglas

Adamschange
6 ?relation rdf:subject ?actor .
7 ?relation rdf:object ?object .
8 #get the source of the relation
9 GRAPH ?graph {? object rdfs:label ?objectLabel .}

10 ?relation sem:roleType ?roleType .
11 #get the property label of the relation
12 ?roleType rdfs:label ?propertyLabel .
13 #make sure we only get english labels
14 FILTER(LANG(? propertyLabel) = "en") .
15 FILTER(LANG(? objectLabel) = "en") .
16 #if there is a start date , filter based on our needs
17 ?relation sem:hasBeginTimeStamp ?beginTime .
18 OPTIONAL {? relation sem:hasEndTimeStamp ?endTime .}
19 FILTER (? beginTime >= "2019 -01 -01"^^xsd:date)
20 }
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beginTime endTime propertyLabel objectLabel source

2021-03-22 2021-11-16 head of government Kim Janey wikidata

Table 5: Example Temporal Relation of Boston Between 2019 and 2021

21 ORDER BY ?beginTime

Listing 3: EventKG Temporal Relations Query

3.3 Large Language Model Prompting
The implementation of the large language model (LLM) begins with ad-
dressing the issue of model selection. As outlined in the project scope, only
open-source models are considered. This limitation does not significantly
restrict the available options, as numerous state-of-the-art models are acces-
sible. Four models were selected for evaluation: LLama3.1 with 8 billion
parameters [11], Gemma2 with 9 billion parameters [49], Mistral with 7 bil-
lion parameters [21], and Falcon2 with 11 billion parameters [28].

To determine the most suitable model, extensive testing was conducted
during the development of prompts. Each prompt iteration was applied to
all four models to evaluate their responses to changes in prompt structure
and style. Ultimately, LLama3.1 was selected for its superior consistency
and reasoning capabilities for our task. Following this decision, the prompts
were refined further, with the fine tuning process continuing until the outputs
demonstrated satisfactory consistency and logical coherence.

The main task of the LLM is to analyze the statement change that oc-
curred as well as all the events connected to the entity and determine whether
one of the events could plausibly cause the change to have happened. An
additional prompt is required for cases where no relevant events are identified
within the specified time period or where none of the provided events appear
to be connected to the change. This alternative prompt instructs the LLM to
rely on its internal knowledge base, leveraging its understanding of the entity
and its historical context to propose an influential event that could account
for the change. This dual-prompt approach ensures that, regardless of the
availability or quality of event data, a potential link between the statement
change and an event can be established. Importantly, the outputs generated
by the prompts will require user validation, since there is a chance the model
hallucinates an event which does not exist, or making a wrong selection.

To optimize the performance of the LLM, various prompt engineering
techniques were employed, informed by academic literature [3, 5, 18, 56] and
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insights from LLM forums. The prompts utilize a standard temperature
of 0.8 and a top-p value of 40, as these prompt settings yielded the most
favorable results during testing. Additionally, a seed is applied to ensure
reproducibility, making the outputs consistent across repeated generations.
The first prompt used in the implementation is presented in detail in listing
4.

1 0. Write out your entire process as listed here.
2 1. You will receive an added or removed Wikidata statement

outgoing from a subject and events that are connected to
the same subject in this format (Change_type: ... ;
Statement: {...} ; Events: [[event_code , event], ...])

3 2. Analyze the meaning of the statement and the events.
Concentrate on events related to the meaning of the
statement.

4 3. Identify if any of the events directly caused the
statement. Be conservative and only choose an event if all
the necessary information is provided and no assumptions

are needed. Pick only one event.
5 4. At the end of your process , return -1 if no event caused

the statement. If there is such an event , return the event
code.

6 5. Make sure to put your answer inside asterisks , for example
: *-1*.

Listing 4: LLM Prompt for Selecting Event out of Provided List

As the task involves rational analysis of the presented data, employing a
step-by-step approach through chain-of-thought prompting has been found
to be highly e!ective [5]. This technique ensures that no steps are skipped
during the reasoning process, while also encouraging the model to evaluate
its thinking systematically, leading to improved decision-making [56]. Input
and output formats are explicitly provided to enhance the consistency of re-
sponses [3]. Additionally, terms such as "conservative" are used to guide the
model to function as a strict analytical tool, minimizing the risk of biased
assumptions about the provided event data [3]. To prevent the model from
altering or fabricating event data, it is instructed to return the index of the
selected event rather than providing modified or newly generated event de-
tails. The indexed event can then be retrieved from the original list, allowing
access to the full event information, such as the time point it happened, or
the source. If the model were simply instructed to pick a causal event, this
would lead to the model always looking for a suitable event, making up details
about the event or statement to justify the connection [5]. To address such
scenarios, the model is given the option to return "-1" if none of the provided
events can be directly linked to the statement change. Since the generation
process involves the model writing out its reasoning steps, extracting the fi-
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nal index answer can be challenging. To tackle this, the model is instructed
to enclose its final answer within asterisks, enabling e"cient extraction via
regular expressions. This requirement is reiterated within the user prompt
to ensure compliance and reliability [5]. The prompt for generating an event
based on the knowledge base of the LLM utilizes some di!erent techniques.
The prompt is detailed in listing 5.

1 You are an assistant with expert knowledge of world
events as well as Wikidata triple statement logic.

2 You will be provided with an added or removed Wikidata
statement and the time period during which this change
happend in this format (Change_type: ... ; Statement:
{...} ; Period: year1 - year2).

3 Your task is to use your knowledge of the subject and its
history to explain why the statement change happend.

Think about the statement logically. Consider if the
change is something that was caused by an outside event or
just a routine fix.

4 You will respond with a brief explanation , as well as
search terms that can be used to find more information
about the event in brackets.

5 Do not add any further text into your response. Keep the
statement codes out of your explanation.

Listing 5: LLM Prompt for Generating Event

This prompt focuses on generating responses, which allows for a more
streamlined approach compared to the step-by-step reasoning required in
the first prompt. The step-by-step process was not chosen here to eliminate
the need for extensive filtering, such as extracting final outputs using as-
terisks in the earlier approach. Instead techniques like role assignment are
employed, which facilitate responses more aligned with the intended purpose
[18]. Input formats and rules for the final output are explicitly defined, and
these rules are reinforced within the user prompt to ensure compliance [3, 5].
To address the fact that many statement changes, such as typo corrections,
do not correlate with significant events, the model is instructed not to force a
connection when one does not exist [18]. Therefore the model should expect
such cases and react accordingly. Otherwise, the model might try to make
up events which did not happen leading to confusion. Nevertheless, avoiding
hallucinations entirely remains challenging, and human validation is essen-
tial. Attempts to address hallucination by instructing the model to provide
a source for the generated events were unsuccessful, as the model often pro-
duced non-existent article links. This limitation arises from the fundamental
nature of LLMs, which lack true reasoning or factual knowledge and instead
rely on token prediction [5]. Instead, the model is instructed to generate a
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few search terms as part of its output, which can be used to find more infor-
mation about the event. Although this approach requires additional e!ort
from the user to verify information, it is the most straightforward method
for ensuring factual accuracy when needed.

To evaluate the e!ectiveness of these prompts, a selection of example
responses is presented.

1 Statement added between 2019 and 2021:
2 {’subjectLabel ’: ’Boston ’, ’predicateLabel ’: ’population ’, ’

objectLabel ’: ’+692600 ’}
3

4 Generation duration:
5 5.630328115s
6

7 Response:
8 Here is my process:
9 1. I receive the input in the format (Change_type: ... ;

Statement: {...} ; Events: [[event_code , event], ...])
which matches the problem description.

10 2. Analyzing the statement and the events: The statement is
related to the population of Boston. Events are connected
to various happenings in Boston , such as a train
derailment , David Ortiz ’s return , statues being beheaded ,
COVID -19 restrictions , a new SARS -CoV -2 variant , and
protests.

11 3. Concentrating on events related to the meaning of the
statement (population), I consider if any event directly
caused to changes in population. A train derailment might
cause temporary disruptions but is unlikely to directly
affect population numbers. David Ortiz ’s return , statues
being beheaded , COVID -19 restrictions , a new SARS -CoV -2
variant , and protests do not seem to have a direct causal
relationship with the population. However , one event
catches my attention: [1004 , Massachusetts reports their
first case of a more contagious variant of SARS -CoV -2 in a
woman in her 20s from Boston who traveled to the United

Kingdom and began experiencing symptoms the day after she
returned .] While this event might not directly cause an
increase or decrease in population , it is related to
health concerns that could potentially affect the
population indirectly (e.g., through illness or death).
However , given the information or relates provided , I
will choose a more conservative approach.

12 4. At the end of my process , no direct causation between
events and the change in population can be established
with certainty. Considering this analysis , the correct
answer is: *-1*

Listing 6: LLM Output When No Event Caused Statement Change
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In the example presented in listing 6, the model follows the instructed
process comprehensively. During the process it evaluates several events to
decide whether one of them could be responsible for the statement change.
As it found no event could be directly linked as a cause for the statement
addition, it ultimately correctly answer and responded with -1.

1 Statement added between 2019 and 2021:
2 {’subjectLabel ’: ’Donald Trump ’, ’predicateLabel ’: ’

participant in ’, ’objectLabel ’: ’Trump -Ukraine scandal ’}
3

4 Generation duration:
5 3.412850427s
6

7 Response:
8 Here ’s my process:
9 1. I receive the input in the format: Change_type: added or

removed; Statement: Wikidata statement; Events: list of
events connected to the subject. In this case , I have:
Change_type: added Statement: {subject: Q22686 ,
subjectLabel: Donald Trump , predicate: P1344 ,
predicateLabel: participant in , object: Q68451938 ,
objectLabel: TrumpUkraine scandal} Events: [[... list of
21 events ...]]

10 2. Analyzing the meaning of the statement and the events. The
statement is about Donald Trump participating in the

Trump -Ukraine scandal.
11 3. Identifying if any event directly caused the statement.

Looking through the events , I see one that might be
relevant: [[1157 , The inspector general of Intelligence ,
Michael Atkinson , notifies the House Intelligence
Committee about an urgent and credible whistleblower
complaint involving an apparent July 25 telephone call in
which President Donald Trump promised Ukrainian president
Volodymyr Zelensky 250 million if he would reopen an
investigation into Hunter Biden son of former Vice
President Joe Biden. The White House denies doing anything
wrong and refuses to release the complaint .]] This event

is related to a phone call between Trump and Zelensky ,
which might be connected to the Trump -Ukraine scandal.

12 4. Checking if all necessary information is provided and no
assumptions are needed. In this case , yes , I have enough
information to make an educated guess that this event
might cause the statement.

13 5. Returning the event code as my final answer. *1157*

Listing 7: LLM Output When an Event Caused Statement Change

Listing 7 demonstrates that in case one of the provided events is in fact
responsible for the statement change, the LLM is able to identify it using its
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reasoning and correctly choose the index of the event.
1 Statement added between 2019 and 2021:
2 {’subjectLabel ’: ’Douglas Adams ’, ’predicateLabel ’: ’award

received ’, ’objectLabel ’: ’Inkpot Award ’}
3

4 Generation duration:
5 0.915944626s
6

7 Response:
8 Douglas Adams was posthumously awarded the Inkpot Award , a

recognition of his contributions to comic art and science
fiction , particularly for "The Hitchhiker ’s Guide to the
Galaxy ". This award is given to individuals who have
significantly contributed to the field of science fiction ,
and Adams ’ work had become widely popular and influential
since his passing.

9 [Douglas Adams , Inkpot Award , The Hitchhikers Guide to the
Galaxy]

Listing 8: LLM Output Without Any Events Available

The example in listing 8 illustrates that even in the absence of any pro-
vided events, the model is capable of generating a plausible event that can
be further researched to assess its relevance to the statement change. In this
instance, while the model identifies a related event, it incorrectly attributes
the award to Douglas Adams posthumously when, in fact, it was awarded in
1983. This mistake likely occurred because the time period during which the
statement change happened was provided to the model, which is important
for identifying causally linked events. On the other hand, it can lead the
model to mistakenly attribute historical events to the specified period in an
attempt to justify the statement change during this period. It is important
to recognize that changes to Wikidata may include historical data added at
any time, meaning not all changes are directly tied to contemporary events.

1 Statement removed between 2023 and the time of writing:
2 {’subjectLabel ’: ’Boston ’, ’predicateLabel ’: ’postal code ’, ’

object ’: ’2127’}
3

4 Generation duration:
5 0.588882325s
6

7 Response:
8 The removal of the statement that Boston ’s postal code is

2127 suggests a routine update or normalization of city
postal codes. This change likely occurred as part of an
effort to synchronize Wikidata with current postal coding
systems.
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Figure 4: Visualization Tool Showcase

9 [Boston postal code , Postal code standardization]

Listing 9: LLM Output When Statement Change Is Typo Fix

Finally, the example in listing 9 showcases that the model can handle
cases where the statement change clearly involves a simple correction, such
as fixing a typo or removing inaccurate information, rather than being linked
to an event.

3.4 Visualization Implementation
For the visualization implementation, JavaScript was selected as the pro-
gramming language, utilizing the D3 library. As previously stated, the vi-
sualization was designed as an interactive webgraph. A screenshot of the
visualization tool is provided in figure 4 to discuss further implementation
details.

Users interact with the tool by providing either the Wikidata Entity ID
or a Wikipedia resource URI. After specifying the two time points for com-
parison, users have the option to include IDs or not. As demonstrated in
table 3, the inclusion of IDs significantly increases the graph’s clutter, and it
is generally recommended to exclude these statements as they hold limited
analytical value.

Once a graph is generated, it centers on the subject node, which serves as
the parent node for all statements. The nodes are connected to the subject
via their respective predicate and color coded according to their change type.
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Given the potential high number of nodes of the graph, not all nodes can
be always displayed simultaneously. However, the interactive nature of the
webgraph allows users to reposition and explore the graph as needed. At the
top of the graph, additional filtering options are provided, allowing users to
hide specific change types to view only additions or removals and to search
for specific nodes of interest within the graph.

Clicking on any of the nodes displays the details of that node in the side
box. If it is the subject node, it displays some basic statistics regarding the
entity in general, such as the total number of statements in each of the time
points as well as a total number of added and removed objects. Predicate
nodes show all of their respective child objects categorized into added and
removed objects as well as the option to hide the predicate node along with
its connected objects. This feature was implemented to address the issue
of certain predicates containing a substantial number of statement changes,
which could obstruct the readability of the graph. By hiding irrelevant pred-
icates, users can create a more comprehensible visualization. Object nodes
display information about the event selected by the LLM model as the causal
event for the object change along with the time of the event and a source.
Alternatively, if no event was found to cause the change from the provided
list of events, the LLM generates an explanation along with search terms.

To ensure accessibility for all users, including those with color blindness,
a color scheme that accommodates all types of color vision deficiencies was
adopted. The scheme ultimately selected was based on the color palettes
developed by Paul Tol [53].

4 Discussion and Results
With the methods described, attention is now turned to demonstrating how
the visualization tool can be utilized to gain deeper insights into the evolution
of any Wikidata entity. To showcase a possible use of our tool, let us start by
inspecting figure 5. In the figure, it can be seen that between 2019 and 2021,
a significant number of statements about the postal code of Boston were
added. Upon inspecting the objects of these statements, some discrepancies
can be observed. Mainly, that some of the postal codes seem to be duplicated,
with the only di!erence between them being a leading zero. A quick search
reveals that the o"cial postal codes of Boston are 02108-02137, 02163, 02196,
02199, 02201, 02203-02206, 02210-02212, 02215, 02217, 02222, 02126, 02228,
02241, 02266, 02283-02284, 02293, 02295, 02297-02298, 02467; meaning they
all include a leading zero. This could have happened since Wikidata can be
concurrently edited by multiple people, all with a di!erent format in mind.
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Figure 5: Changes Made to the Entity "Boston" Between 2019 and 2021

For example, a lot of spreadsheet editors such as Excel remove leading zeroes
from numbers if their cells are not formatted properly. This discrepancy in
the data could cause confusion and problems, since suddenly there are many
more postal codes for Boston then there should be.

Let us go more into the future to see how these statements evolve. Figure
6 shows the changes that happened between 2023 and the time of writing. It
is clear that all of the postal codes without a leading zero have been removed.
This means someone probably noticed the incorrect formatting of the postal
codes and removed them. Our tool shows that it took at least 2 years to
notice and fix this issue. If even more time points were used, the time of
change could be pinpointed more accurately.

Inspecting the LLM explanations for these changes in figure 7, shows
similar information to what was mentioned before, such as the statements
being removed due to bad formatting. This would help a less tech savvy
user better understand the rationale behind these changes and give them a
deeper understanding of not just the entity of Boston, but the editing process
of Wikidata.

In the other example, lets say a person is not aware of any events con-
nected to Elon Musk and wants to gain a more in-depth understanding of his
past. They create a webgraph of changes between 2021 and 2023 which can
be seen in figure 8. Among these changes, they notice that multiple objects
were added to the property "owner of" (P183), one of them being Twitter
(Q918).

But since the hypothetical user does not know anything about Elon Musk,
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Figure 6: Changes Made to the Entity "Boston" Between 2023 and Time of
Writing

Figure 7: Node Details of Boston’s "postal code" Changes
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Figure 8: Changes Made to the Entity "Elon Musk" Between 2021 and 2023

they might be confused as to why this change happened. Inspecting the node
details in figure 9 gives information about the event that may have caused
this change to happen. In the explanation, even more details are provided
due to the LLM having access to the necessary context of the event. Since
the source of this event is reputable, concerns about its factuality are mini-
mal. Even still, if additional information were needed, the specific event or
relevant search terms to investigate further are readily available. Informa-
tion about when the event took place is also provided, allowing for better
pinpointing of how the change followed the event itself. This ensures that
even an uninformed user is equipped with the additional necessary context
for a statement change on Wikidata.

These are just some cases where our tool was useful for an in-depth inspec-
tion of the evolution of Wikidata entities. They showcase how our approach
is able to present interesting insights into the editing process of Wikidata
to any type of user, thanks to its clear and accessible webgraph representa-
tion. However, due to a lack of multiple time points as well as lacking event
data when it comes to entities, such as individuals from non-english speak-
ing countries, our research has not been able to fully link real-world events
to statement changes. As it stand right now, if more context or additional
information is needed, the LLM explanations can serve to provide a causal
event for the statement change, or at least search terms to aid in finding
more information about what could have caused the change to happen.
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Figure 9: Node Details of Elon Musk’s "owner of" Changes

4.1 Revisiting Research Questions
This thesis, while primarily a proof-of-concept, has demonstrated significant
potential in addressing the stated goals. The analysis of temporal changes
in Wikidata through the lens of a webgraph has introduced a method for en-
abling researchers from various disciplines to explore the historical evolution
of entities. By employing this approach, researchers can gain deeper insights
into how collaborative knowledge graphs reflect shifts in collective perception
and the dynamic processes underlying the evolution of entities.

In terms of linking entity changes to real-world events, our findings sug-
gest promising potential, though further work is required. To fully isolate and
understand the e!ects of events on entity changes, it is essential to incorpo-
rate a greater variety of events and additional temporal data points. Despite
these limitations, our research has successfully identified connections between
specific events and corresponding changes in Wikidata entities. While some
of these connections may appear intuitive, examining whether these changes
occur immediately following an event or independently, provides valuable in-
sights. Furthermore, the nature of these links may vary across domains. For
instance, political entities are often updated promptly in response to real-
world events, whereas entities related to scientific definitions may follow a
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less predictable and more gradual pattern. These distinctions highlight the
need for domain-specific methodologies and deeper investigation to extract
concrete conclusions, yet our approach provides a foundational framework
for such explorations.

Our integration of LLMs to associate entity changes with real-world events
has also proven e!ective. While there remain areas for improvement, partic-
ularly in ensuring consistency and scalability, the model performs well within
the current scope. This capability positions our tool as a valuable resource
for researchers by providing an informed starting point for investigating po-
tential causal relationships. Although occasional inaccuracies may occur, the
necessity of user validation ensures that the model serves as an e"cient aid
rather than a definitive solution. By streamlining the process of contextual
exploration and identifying plausible connections, the model adds significant
value to the overall framework. Moreover, as advancements in LLM technol-
ogy continue, their capabilities are expected to expand, further enhancing
their role in facilitating this type of research.

4.2 Limitations and Future Work
In this thesis, only 4 time points of Wikidata were used. By adding more
time points, it would be possible to better isolate the e!ect of events on
Wikidata changes even further, by comparing monthly time points within
a given year. This would lead to interesting insights about the influence of
events on Wikidata changes. Additionally, it could be of interest to dive
deeper into the data stored in Wikidata, and analyze not just the main
statement triples but also the qualifiers associated with these statements.
These qualifiers include interesting information, such as the sources of the
information. Analyzing the additions and removals of qualifiers could deepen
our knowledge of entity changes even further.

When it comes to gathering of event data, there are other sources available
besides EventKG that would perhaps be more suitable, since EventKG may
occasionally provide an imprecise time point for an event. An alternative
event database is the GDELT project [25] which is very detailed and robust,
even though it only deals with political and national events. It gathers its
event information from news articles, so every event has a clear source and
time point associated with it and can be easily researched. However, GDELT
results are also too large for prompting LLMs. In the future, using the
GDELT database together with a filter or method, which would extract only
the most influential events, could be a solution.

A method to deal with too many events would also be useful to add to
the current approach with EventKG, as some entities have far too many
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events associated with them, mainly politicians or big countries such as the
USA. This large amount of event data leads to the LLM model ignoring the
system prompt or instructions in general as it gets overwhelmed with the
large amount of text. To solve this problem, a new prompt was written
which would reduce the number of events based on importance. However,
this prompt still struggled when the number of events was in the hundreds,
and instead of analyzing the events would select just the last events in the
list. A possible fix for this issue would be executing the prompt in batches
rather than all at once and then connecting all the batches together. This
would lead to a new problem of a long processing time, as each response
generation takes a couple of seconds, so doing multiple batches of generation
on top of the statement change generation could lead to being just way too
slow. These issues could be addressed with the improvements of open LLM
models in general. At the time of writing Llama 3.2 has already been released
boasting a larger 11B parameters as well as outperforming Llama 3.1 in all
benchmarks. There are also larger parameter model versions available, which
show better benchmark performance, so if the necessary space to run these
models is available, they would also provide better results. Additionally, our
prompts could be even further refined, or more fail-safes introduced, such
as recursive generation, where a failed or undesirable generation is repeated
until the desired outcome is reached. It is safe to say that as time goes on,
the technology of LLMs will get better and better and with this so will the
accuracy and capability of their use for our purposes.

Finally, a lot of interesting insight could be gained by using the methods
and tools presented in this thesis to study the evolution of di!erent entities.
Perhaps one could focus on a certain class of entities or subject and do an in
depth analysis of the changes and the rationale behind them. Through this,
maybe some interesting patterns could be found which would be very helpful
for understanding the chosen subject, as well as the process of Wikidata
editing as a whole.

5 Conclusion
This thesis presented a comprehensive approach to developing a tool for vi-
sualizing changes in Wikidata statements. The proposed tool employs an
interactive web-based graph design, providing an intuitive and accessible vi-
sualization of statement additions and removals, even for users with minimal
prior experience. Furthermore, it introduced a novel method for linking
real-world events to individual statement changes using an LLM. An earlier
version of this work has already been presented at the International Seman-
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tic Web Conference 2024 (ISWC) during the Retrieval-Augmented Genera-
tion Enabled by Knowledge Graphs (RAGE-KG) workshop [54].This proof-
of-concept demonstrates significant potential for analyzing the evolution of
Wikidata entities while uncovering their causal drivers.

This thesis contributes a robust foundation for future investigations into
the dynamics of collaborative knowledge graphs. By combining webgraph vi-
sualizations with real-world event analysis, our approach enables researchers
to examine the drivers of entity changes over time and explore how interest in
entities shifts in relation to external events. With continued refinement and
broader application, this framework has the potential to unlock new avenues
for understanding the interplay between collaborative knowledge systems and
real-world developments.

Overall, our approach highlights the possibilities of integrating advanced
visualization techniques with event-driven explanations to enhance under-
standing of collaborative knowledge graphs. By scaling this methodology
to include additional temporal data points and expanding the range of event
data collected, it could o!er valuable insights into the dynamics of knowledge
graph development and the interplay between real-world events and digital
knowledge ecosystems. This work serves as a foundation for further explo-
ration into these interconnections and the broader implications for managing
and understanding dynamic, collaborative knowledge bases.
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